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SINOPSIS

Esta tesis est�a enfocada hacia el estudio de la interacci�on de las estrellas masivas
con el medio interestelar ionizado en dos regiones H ii gal�acticas. Se presentan
dos estudios bien diferenciados. El primero trata de la comparaci�on de abundan-
cias qu��micas en la regi�on de formaci�on estelar asociada con la Nebulosa de Ori�on
(M42), obtenidas a partir de m�etodos estelares y nebulares. El segundo se dirige
hacia la construcci�on de un modelo de fotoionizaci�on detallado de la nebulosa de
Marian (M43) mediante la comparaci�on de las predicciones de los modelos con un
gran n�umero de observables de distinto tipo.

Para los prop�ositos de esta tesis, se ha obtenido un conjunto de datos observa-
cionales de varios tipos. Estos datos incluyen espectroscopia de rendija larga en
el rango �optico de las estrellas masivas presentes en las nebulosas M42 y M43, e
imagen en �ltro estrecho de la nebulosa M43. Adem�as se han recuperado los datos
espectrosc�opicos de M43 utilizados por M. Rodr��guez en un estudio previo de esta
nebulosa.

Se ha hecho uso del modelo de atm�osfera estelar de �ultima generaci�on Fastwind
para establecer los par�ametros estelares y las abundancias de ox��geno y silicio de
las estrellas de Ori�on. La �abilidad de las abundancias obtenidas se basa en un
an�alisis detallado previo que se realiza para la estrella τ Sco, una estrella B0.2V con
l��neas estrechas (debido a su baja v sin i). Se ha encontrado buen acuerdo entre la
abundancia estelar de ox��geno obtenida para la estrellas de Ori�on y aquella estimada
previamente por Esteban et al. (2004) para el contenido nebular en fase gaseosa.
Este resultado sugiere un factor de deposici�on en polvo para el ox��geno nebular en
M42 menor del que se ven��a considerando hasta ahora. Las abundancias estelares
de silicio son mayores que las que se obtienen a partir del estudio del espectro fuv
de M42. Este resultado permite con�rmar el dep�osito de cierta cantidad de silicio
nebular en granos de polvo.
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La nebulosa M43 es una regi�on H ii aparentemente esf�erica ionizada por una sola es-
trella (HD 37061, B1V). Los par�ametros estelares de la estrella ionizante, obtenidos
mediante el an�alisis de su espectro �optico con Fastwind se han utilizado como
entrada del modelo de atm�osfera estelar Wm-basic para modelar su distribuci�on
de 
ujo ionizante. Esta distribuci�on espectral de energ��a, junto con las abundancias
nebulares obtenidas a partir del an�alisis del espectro �optico de M43, y los par�ametros
morfol�ogicos y fotom�etricos inferidos de las im�agenes de la nebulosa en �ltros es-
trechos, se han utilizado como entrada del c�odigo de fotoionizaci�on Cloudy para
construir modelos de la nebulosa "a medida". Se han considerado dos tipos de
modelos esf�ericos: con densidad constante y con una ley de densidad obtenida a
partir del ajuste del per�l de brillo super�cial en Hα. Finalmente, se han dado los
primeros pasos en el modelado de la nebulosa mediante el c�odigo Cloudy-3d, un
c�odigo pseudo-3D que permite construir modelos con geometr��as de tipo "ampolla".

códigos de la unesco: 2101.06, 2101.10, 2101.12, 2101,11



ABSTRACT

This thesis focuses on a comprehensive study of the interplay between the massive
stars and their surrounding ionized interstellar medium in two Galactic H ii regions.
Two di�erent studies are presented: the comparison between stellar and nebular
abundances for the star forming region associated with the Orion nebula (M42),
and the e�ect of considering di�erent hypothesis on the modeling of the ionized
nebula M43, comparing the output of the models with as many observational con-
straints as possible.

A set of di�erent types of observational data has been compiled for the aims of
this thesis. These consist of long-slit stellar optical spectroscopy of the massive
stars inside the nebulae M42 and M43, along with narrow band imagery of the
Galactic H ii region M43. Additionally, some nebular optical spectroscopic data of
M43 have been recovered from a previous study by M. Rodr��guez.

The state-of-the-art stellar atmosphere code Fastwind has been used to derive
the stellar parameters and oxygen and silicon abundances of the Orion stars. The
reliability of the derived abundances is based on a very detailed abundance analysis
developed for the star τ Sco, a B0.2V star with a very low v sin i. A very good agree-
ment has been found between the stellar oxygen abundances and those obtained by
Esteban et al. (2004) for the gas-phase. This result suggests a lower dust depletion
factor of oxygen than previous estimations for the Orion nebula. The stellar silicon
abundances are larger than that predicted from the fuv spectrum of M42. This
result is compatible with some nebular silicon being depleted onto dust grains.

M43 is an apparently spherical H ii region ionized by a single star (HD 37061, B1V).
The resulting stellar parameters from the analysis of the ionizing star of M43 with
Fastwind have been used as input of the stellar atmosphere code Wm-basic to
derive a detailed ionizing 
ux distribution. This spectral energy distribution, along
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with the nebular abundances derived from the analysis of the optical spectrum of
M43, and the photometric and morphological nebular parameters obtained from nar-
row band imagery, have been used to build a tailored photoionization model of the
nebula with Cloudy. Two types of spherical models, either with constant density
or a density law derived from the Hα surface brightness distribution are considered.
Additionally, the predictions of these models are compared with those resulting from
a blister model generated with the pseudo-3D code Cloudy-3d.

unesco codes: 2101.06, 2101.10, 2101.12, 2101,11
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CHAPTER

ONE

INTRODUCTION

No sé si esta historia es verdad,
me lo han asegurado seriamente:

si no lo es,
está bastante bien inventada.

- Michael Ende -

From birth, massive stars (M? > 8-10 M¯) are closely related to the surrounding
interstellar medium (ism) from which they are born. In the collapse of the parent

molecular cloud only a few of these massive stars are formed compared to the total
number of low mass stars (the number of stars formed per unit of mass scales
∝ M−2.35

? , Salpeter 1955). However their in
uence over the ism is very important.
Apart from nova and supernova type phenomena, these stars are the most luminous
stellar objects in the Universe, not only in terms of the amount of radiation emitted,
but also due to the mechanical energy released in their stellar winds. The intense
radiation emitted by these hot massive stars in the ultraviolet and extreme ultraviolet
(uv/euv) range ionizes the ism and generates what is called a H ii region. This
appears before our eyes as a di�use nebula surrounding the stars, and before the
eyes of a spectroscopist as an emission line spectrum. Moreover, the mechanical
energy deposited by the stars in the ism in the form of stellar winds and �nally as
a supernova explosion will produce remarkable e�ects over the star forming region.
Finally, the chemical composition of the surrounding ism will be polluted by the
resulting elements generated in the stellar interior. In this way, the cycle in which
the original material from the cloud, processed in the stellar interior, is returned back
to the ism with a modi�ed chemical abundance pattern, is closed.

1



2 CHAPTER 1. Introduction

The lifetime of massive stars is very short in terms of stellar evolutionary time-scales
(∼ 106 { 107 years); H ii regions are bounded to these stars, so their lifetime is
of the same magnitude. Therefore, these are young objects that re
ect the present
chemical composition of the galactic zone where they are located (in contrast to what
happens with lower mass stars and their associated nebular objects, the planetary
nebulae; these objects present a larger evolutionary scale so they re
ect the chemical
composition of the epoch when the stars were formed modi�ed by the possible
contamination due to the stellar evolution). The evolutionary characteristics of
massive stars imply that both objects (massive stars and their associated H ii region)
must share the same chemical composition. However, there are certain cases in which
this is not completely ful�lled:

1. Strong stellar mass-loss may expose underlaying layers already contaminated
on the surface of the star.

2. Rotating models for massive stars by Maeder & Meynet (2000) predict prod-
ucts from the CNO-bicycle reaching and polluting the outer layers of these
stars. Mixing of nuclear processed material at the stellar surface will increase
with stellar mass, age, initial rotational velocity and decreasing metallicity. Ob-
servational evidences of this surface contamination have been found in several
studies of OBA-type stars and fast rotators (viz. Walborn 1972b, McErlean et
al. 1999, Korn et al. 2000, Venn et al. 2002, Villamariz et al. 2002, Bouret
et al. 2003)

3. The gas-phase nebular abundances of certain elements can be a�ected by
depletion onto dust grains (mainly Si, O, Mg, Fe, C). In this case, although
the total gas+dust abundances in the nebula must agree with the massive
stellar ones, the gas-phase abundances, derived through a spectroscopic study
of the H ii region, could be somewhat lower.

4. Mass transfer in close binary evolution may contaminate the surface of the
star accreting material.

1.1 Chemical abundances from H ii region studies

Traditionally, chemical abundance studies in spiral (including the Milky Way) and
irregular galaxies have been based on the emission line spectra of H ii regions. This
is logical since H ii regions are luminous and have high surface brightness (in the
emission lines) compared to individual stars in galaxies. A H ii region is an e�cient
machine for converting euv radiation of hot massive stars into a few narrow emis-
sion lines, leading to a very luminous object in the optical/ir bands. Therefore it
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is relatively easy to obtain high quality spectroscopic observational data, even with
small and medium size telescopes. This has made possible both the detailed study
of individual nebulae (viz. Esteban et al. 2004), and the determination of radial
abundance gradients in the Milky Way (viz. Shaver et al. 1983, A�erbach et al.
1997, Garc��a-Rojas et al. 2004, Esteban et al. 2005) and other spiral galaxies (viz.
Vilchez et al. 1988, Kennicutt et al. 2003, Bresolin et al. 2004, Cedr�es et al.
2004), imposing observational constraints to the chemical evolution models of these
galaxies.

There are two di�erent approaches for deriving chemical abundances in H ii re-
gions (see Stasi�nska 2004 for an excellent review on the subject): the direct method
and statistical or strong line methods. The former is based on the fact that the
abundance ratio of two ions can be obtained from the observed intensity ratio of
lines emitted by these ions (the electron temperature { Te{ and density { Ne{ of
the ionized nebula are required for this method). To derive the total abundances,
the ionic abundances of the main ions for each element need to be known; if the
lines of one of these main ions cannot be observed, then element abundances are
calculated throught the so-called ionization correction fractions, icfs. The icfs are
calculated either by using empirical calibrations (e.g. Torres-Peimbert & Peimbert
1977) or by modeling the H ii region with a photoionization code (Stasi�nska 1990,
Mathis & Rosa 1991). Statistical or strong line methods were developed to study
those cases in which the electron temperature cannot be measured (mainly in the
high metallicity regime, or when the quality of the data or the observed spectral
range is not enough to measure the temperature sensitive lines). These methods
are based on the construction of nebular abundance indicators making use of strong
lines, easily measurable in the emission line spectrum of the ionized gas. However,
these indicators must be calibrated. Many calibrations exist in the literature, viz.
Pagel et al. 1979, Skillman 1989, McGaugh 1994, Vilchez & Esteban 1996, D��az &
P�erez-Montero 2000, Pilyugin 2000.

Although this is a commonly used methodology, it is not without some di�cul-
ties and problems. For example, it is known that optical recombination lines (orl)
in ionized nebulae indicate higher abundances than collisionally excited lines (cel).
Temperature 
uctuations, density condenstations and abundance inhomogeneities
have been proposed to solve the orl/cel problem, however this explanation is not
completely satisfactory (see Esteban 2002 for a review). In a comparison of results
from direct and strong line methods in the spiral galaxy M101, Kennicutt et al.
(2003) �nd that empirical calibrations yield oxygen abundances that are systemati-
cally higher than the Te-based abundances by amounts ranging from 0.1 to 0.5 dex.
Moreover, in H ii regions, the oxygen abundances derived from strong line "empir-
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ical" abundance indicators depend strongly upon the choice of calibration (see e.g.
Kobulnicky et al. 1999). Stasi�nska (2005) has recently shown that for metal rich
nebula, the derived abundances based on a direct measurement of the Te deviate
systematically from the real ones.

Finally, one must keep in mind other sources of uncertainties in nebular abundance
determinations such as the atomic data, reddening corrections and the possible de-
pletion of elements onto dust.

1.2 Chemical abundances from massive star studies

Stellar spectroscopy has been a very valuable tool for studying the composition and
evolution of stars in our Galaxy. Blue massive stars can be easily identi�ed at large
distances due to their high luminosities (∼ 104.5 - 106 L¯) and hence are an impor-
tant complement to spectroscopy of H ii regions, since they sample similar spatial
and temporal distributions. Therefore, massive stars o�er a unique opportunity for
the study of abundance gradients in the Milky Way and other nearby galaxies as an
alternative method to classical H ii region studies, with clear advantages in some as-
pects, like the extension of the analysis to more α-elements, and to the Fe-group and
s-process elements. However the amount of energy that is released by these stars is
so large that it produces dramatic e�ects not only on the surrounding ism but also on
the star itself. These stellar objects show mass out
ows during their whole lifetime
(so called stellar winds) and their atmospheres departure from lte conditions, two
facts that make the modeling of atmospheres of hot massive stars more complicated.

It has not been until very recently that the development of massive star model
atmospheres and the growth of the computational e�ciency has allowed a reliable
abundance analysis of these objects. This fact has been reinforced with the con-
struction of medium and large sized (≥ 4m) ground based telescopes which have
made it possible to obtain enough good quality data within reasonable observing
times, whilst space telescopes have opened up the observable window to the uv and
fir spectral ranges. In addition, multi-object spectrographs attached to large-size
telescopes have made it possible to increase the number of targets which can be
observed during one run (e.g. the flames - vlt spectrograph).

Some examples of studies of abundance gradients in Local Group spiral galaxies
through massive stars are those by Smartt & Rolleston (1997), Gummersbach et al.
(1998), Rolleston et al. (2000), Smartt et al. (2001a) and Da
on & Cunha (2004)
| Milky Way | ; Monteverde & Herrero (1998), Monteverde et al. (2000) and
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Urbaneja et al. (2005b) | M33 | ; Venn et al. (2000) and Trundle et al. (2002)
| M31 |. Studies of radial abundance gradients in spiral galaxies have been per-
formed even beyond the Local Group, at distances up to 2 Mpc (Urbaneja et al.
2003, 2005a). The most comprehensive works in the Magellanic Clouds are those by
Korn et al. (2000, 2002) and the Queen's group (Rolleston et al. 1996, McErlean
et al. 1999, Lee et al. 2005). At present, a large e�ort is being devoted towards
the understanding of the in
uence of mass-loss and rotational velocities on massive
star evolution in the international flames collaboration (P.I. S. Smartt). Studies
of massive star abundances have even reached galaxies at ∼ 7 Mpc (Bresolin et al.
2001), although in this case it was not possible to derive individual abundances for
the di�erent elements.

A reliable stellar abundance study is mainly based on a correct stellar atmosphere
modeling, however there are other e�ects that can a�ect the �nal results and must
be carefully taken into account; they are summarized below.

Stellar atmosphere modeling

Di�erent assumptions about the physics used in the stellar atmosphere modeling
can be considered (e.g. plane-parallel or spherical geometry, lte/nlte and/or line
blocking/blanketing e�ects). The reliability of these assumptions depends on the
speci�c study one wants to develop. For example, some earlier works assumed that
line blanketing e�ects were more important over the region of photospheric lines
formation than departures from lte, so the use of Kurucz's lte blanketed mod-
els (Kurucz 1979) were preferred to those nlte codes without the line blanketing
e�ects (e.g. Mihalas & Auer 1970). However, it was soon demonstrated that the
assumption of lte could introduce systematic errors into the results (Becker & But-
ler 1988). Kurucz's models were then combined with a detailed nlte description in
the exact calculation of the level populations (resulting in pseudo-nlte abundances,
see for example Gies & Lambert 1992, Cunha & Lambert 1992, 1994).

Improvements in computational methods, as well as an increase in computer e�-
ciency, have made it possible to model the atmospheres of hot luminous stars taking
into account not only strong nlte e�ects and hundreds of thousands of metallic
lines producing the so-called line blanketing (Hubeny & Lanz 1995), but also winds
with expanding spherical geometries (Santolaya-Rey et al. 1997; Hillier & Miller
1998; Pauldrach et al. 2001; Puls et al. 2005). This makes it possible to carry on
fully consistent nlte line blanketing stellar abundance analyses within acceptable
computational times.
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Atomic models and atomic data

State-of-the-art nlte model atmosphere codes have arrived at such a high level
of numerical sophisti�cation that, together with the capability of the current com-
puters, they permit calculations which include line spectra from all elements from
hydrogen up to the iron group. The need of reliable atomic data has become a criti-
cal problem for further progress. A nlte description of the atomic processes related
to the interaction of the radiation with the stellar plasma requires a fully detailed
description of atomic models and precise atomic data. This includes a de�nition of
the energy levels and the whole set of continuum and line processes, either collisional
or radiative, of all the atomic species that want to be included in the line synthesis.
A major e�ort has been devoted in the last years to calculate and compile atomic
data, as well as to construct detailed atomic models (see reviews by Rauch & Deetjen
2003, Lanz & Hubeny 2003 and Nahar 2003 in the proceedings to the international
workshop on Stellar Atmosphere Modeling).

Establishment of the stellar parameters and microturbulence

For a given abundance, the equivalent width of metal lines depends on the e�ective
temperature and gravity of the star, as well as on microturbulence. Therefore a pre-
cise determination of stellar parameters and microturbulence is important prior to
the development of a reliable stellar abundance analysis. The most precise method
to derive Teff and log g in massive stars is based on a completely spectroscopic
approach, in which through an iterative process, gravity is determined by means of
a visual comparison of the observed and synthetic hydrogen Balmer lines, and ef-
fective temperature through its e�ect on the ionization equilibrium of di�erent ions
of the same elements (normally, in the case of OB-type stars, either by a visual
comparison of the He i-ii lines, or by using theoretical ratios of Si ii-iii or Si iii-iv
lines). This method has been widely used (viz. Herrero et al. 1992; Gummers-
bach et al. 1998; McErlean et al. 1999). Some other studies derive e�ective
temperatures and gravities for these stars using Str�omgren dereddened color indices
and Hγ line pro�les (see Da
on et al. 1999, for a recent application of this method).

Stellar parameters are somewhat dependent on the assumption of the physics used in
the stellar atmosphere modeling. For example, the papers by Herrero et al. (2002),
Crowther et al. (2002), and Martins et al. (2002) showed that the SpT - Teff cali-
brations used previously (Vacca et al. 1996) needed to be revised to lower e�ective
temperatures for a given spectral type. Recent analyses by Repolust et al. (2004),
Massey et al. (2004) and Martins et al. (2005) reinforce this result.
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Microturbulence is a free parameter that was included in stellar abundance anal-
yses for trying to solve the discrepancy found in line abundances derived from weak
and strong lines. Although it was �rstly thought that this free parameter would
be unnecessary when nlte e�ects were considered, many studies have shown that
although it is smaller in those cases, neither is zero (e.g. Gies & Lambert 1992,
�nd that the derived microturbulence is reduced from 30 to 15 km s−1 when a nlte
description is included in the formal solution for the analysis of B-type Supergiants).
Villamariz & Herrero (2000) have shown that the hydrogen and helium spectrum of
OB stars (and therefore the derivation of their stellar parameters) may be a�ected
by microturbulence in the case of supergiants, but its in
uence is usually negligible
for dwarfs with strong Stark broadened lines.

Its physical meaning is assumed to be related with small scale turbulent motions
of the stellar plasma, however some questions about its behavior in stellar atmo-
spheres still remains unclear (e.g. McErlean et al. 1999, �nd that lines from Si iii
indicate smaller microturbulences than do the lines of O ii). Nevertheless, micro-
turbulence is commonly used in stellar abundance analysis as a free parameter.

1.3 Do stellar and nebular abundances agree?

Nebular abundance studies are limited by the orl/cel discrepancy, atomic data,
icfs, reddening and dust depletion. Stellar absorption spectra of massive stars allow
us to estimate chemical abundances with an accuracy comparable with that obtained
from nebular studies. However, stellar absolute abundances may contain systematic
errors due to uncertainties in the atmospheric parameters and atomic data, or be-
cause of simpli�cations in the model atmosphere analysis. To minimize these errors
di�erential analyses are performed with respect to a star with similar spectral type
and luminosity class (see Smartt et al. 1996, Monteverde et al. 2000). Never-
theless, as suggested by Korn et al. (2002), systematic errors are arguably more
important than the random ones at the current level of accuracy reached for the
stellar abundance studies, and the identi�cation of these systematic errors may be
addressed by an integral approach: by studying the stellar and gas component of
H ii regions in tandem.

Two types of studies can be addressed to follow that suggestion: the compari-
son of radial abundance gradients in spiral galaxies or mean abundances in irregular
galaxies (global approach), and the comparison of absolute abundances in the same
galactic region (local approach). Values found in the literature for the oxygen abun-
dance gradient in the Galaxy range from -0.04 to -0.08 in the nebular case (Shaver
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et al. 1983, A�erbach et al. 1997, Deharveng et al. 2000, Pilyugin 2003, Esteban
et al. 2005) and from -0.03 to -0.07 in the stellar case (Gummersbach et al. 1998,
Rolleston et al. 2000, Da
on & Cunha 2004). One could conclude that results from
both methodologies are in agreement within the intrinsic uncertainties, however this
may not be the case when comparing results from individual studies. For example, in
a recent study Esteban et al. (2005) derive an oxygen abundance gradient through
nebular optical recombination lines of -0.044± 0.010 dex kpc−1, a value that is not
in agreement with that by Rolleston et al. (2000) derived through B-type stars
(-0.067± 0.008 dex kpc−1) and only in marginal agreement with the value of -0.031
dex kpc−1 by Da
on & Cunha (2004).

In the extragalactic case, the comparison of stellar and H ii region oxygen abun-
dances (based on direct determinations of the electron temperature of the nebulae)
in M33 by Urbaneja et al. (2005b) shows a very good agreement, however Trundle
et al. (2002) and Urbaneja et al. (2003, 2005a) show that abundance gradients in
M31 and NGC300 derived from stellar and nebular studies tend to be coherent but
very dependent on the calibration used in the strong line nebular methods.

Examples of the comparison between stellar and nebular abundances in the same
Galactic region or mean abundances in the Magellanic Clouds are found in Cunha &
Lambert (1992, 1994), Korn et al. (2002), and Trundle et al. (2004, and references
therein). Although within the typical errors of the stellar and nebular analyses the
abundances determined in each method are fairly consistent, more work remains
necessary. For example, until now, there has not been a consistent detailed compar-
ison of stellar and nebular abundances in the same local star forming region.

A combined study of nebular and stellar abundances will allow to address various
interesting astrophysical tasks such as the reliability of the derived abundances in
both methodologies; the possible depletion of nebular elements onto dust grains; to
check the strong line nebular methods; or to extend the abundance studies to re-
gions where one of both methodologies is di�cult to be applied (viz. the outermost
regions of spiral galaxies, where the H ii regions are fainter and di�cult to observe,
or obscured star forming regions).

1.4 Modeling H ii regions and starbursts

The physical characteristics and ionization structure of H ii regions are strongly de-
pendent on the spectral energy distribution of the ionizing stars. Therefore, ionized
nebulae are potential tools to check the validity of the emergent energy distribution
predicted by stellar atmosphere models. Moreover, the emission line spectrum of
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these nebulae can be used to characterize the associated underlying massive stellar
population in those cases where it cannot be well resolved. However, the problem
is complicated by the fact that the ionization structure also depends on the nebular
density distribution and the chemical abundances.

There are many studies that derive the properties of the stellar population associ-
ated to ghr (giant H ii regions) or starburst comparing with photoionization models
where the ionizing source is a stellar cluster (see e.g. Stasi�nska & Leitherer 1996).
In these studies, some assumptions over the stellar population must be made:

1. The initial mass function (imf)

2. The star formation history (sfh)

3. A M? - SpT - Teff calibration

4. The global ionizing 
ux and spectral energy distribution (sed)

By comparing the model predictions with constraints from the observation of the
ionized region, it is possible to derive important physical parameters such as the
metallicity, the imf and the star formation rate.

The massive star population powering H ii regions or starbursts can be charac-
terized in three di�erent ways: assuming an imf (if the stellar popultion cannot be
resolved), determining spectral types through photometry or low resolution spec-
troscopy, or obtaining the stellar parameters of each one of the stars by �tting the
observed spectrum with model atmosphere codes. Once the stellar population is de-
�ned, the global ionizing 
ux distribution must be modeled using model atmosphere
codes (as it cannot be obtained directly from observations). Therefore, theoretical
model atmospheres are a crucial ingredient for the photoionization modeling of H ii
regions and starbursts. Model atmosphere codes that have been commonly used in
this �eld are those by Kurucz1, which are plane-parallel, lte, line-blanketed mod-
els. Kurucz models are preferred to those nlte codes without the line blanketing
e�ects (e.g. Mihalas), due to the fact that the blocking of UV 
ux by hundreds of
thousands of metal lines in the Lyman continuum (λ < 911 �A) a�ects strongly the
emergent ionizing 
ux. However it is known that for massive hot stars the nlte
e�ects are important, and the presence of winds can a�ect the stellar emergent 
ux
(viz. Gabler et al. 1989; Najarro et al. 1996; Sellmaier et al. 1996).

1In some cases the ionizing flux distribution of the stars are modeled through blackbodies.
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Some work has been devoted to study the impact of the recent generation of nlte,
line blanketed, spherically expanding model atmosphere codes (Santolaya-Rey et al.
1997, Schaerer & de Koter 1997, Hillier & Miller 1998, Pauldrach et al. 2001) on
the ionization structure of H ii regions, either by comparing samples of H ii regions
with model grids (Sellmaier et al. 1996, Stasi�nska & Schaerer 1997, Giveon et al.
2002, Morisset et al. 2004), or by detailed model �tting of individual H ii regions
(Luridiana et al. 1999, Stasi�nska & Schaerer 1999, Oey et al. 2000ab, Morisset et
al. 2002, Rela~no et al. 2002, Jamet et al. 2004). These studies are based on the
modeling of H ii regions with photoionization codes whose input is the ionizing 
ux
distribution of the stellar population, the nebular density distribution and the nebular
abundances. Usually, some assumptions have to be made, such as the number and
spectral types of the stars powering the nebula (by assuming an imf or deriving the
spectral types through photometry or low resolution spectroscopy, as commented
above). The nebular density is assumed to be constant and equal to the electron
density Ne derived from nebular spectroscopy (or re-scaled assuming some �lling
factor); in more satisfactory models, it is derived from the Hα surface brightness
assuming a spherical geometry.

However, these assumptions are not always fully justi�ed. Cervi~no et al. (2002)
showed that if the total initial mass of a cluster is less than ∼ 104 M¯, statisti-
cal 
uctuations around the mean imf can strongly a�ect the main diagnostics of
the cluster, such as the EW(Hβ) or the determined ionizing spectrum. The deter-
mination of the total ionizing 
ux distribution of the cluster depends on SpT-Teff

calibrations that have been revised recently (Martins et al. 2002; Herrero et al.
2002; Repolust et al. 2004; Martins et al. 2005). On the other hand the possi-
bility that the apparent spherical nebulae were actually blisters makes questionable
the assumption on the density distribution. The successful blister (Israel 1978) or
champagne flow (Tenorio-Tagle 1979) models are based on the idea that an expand-
ing HII region formed near the edge of a molecular cloud will eventually breakout
into the less dense medium. In particular, the development of an internal density
gradient in the ionized gas is predicted by these models. Morisset et al. (2005) show
that the ionization structure of a H ii region di�ers drastically when considering a
blister model or its spherical impostor (a spherical nebula reproducing the same Hα

surface brightness). Therefore, geometries other than spherical must be investigated
in photoionization models.

The total Hβ luminosity of the H ii region or starburst is an important parame-
ter that is directly linked to the stellar population via the total number of ionizing
photons. Nevertheless, this is only valid if the H ii region is ionization bounded
(i.e. the ionizing photons do not escape from the nebula). Oey & Kennicutt (1997)
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�nd that many H ii regions in the LMC are density bounded. This result has also
been found by Rela~no et al. (2002) in NGC346, the most luminous H ii region in
the SMC, and Stasi�nska & Izotov (2003). The release of photons could explain the
ionization of the di�use interstellar medium (Zurita et al. 2000).

The aperture correction problem has also to be taken into account when comparing
the output from photoionization models with the observed nebular spectrum. In
other words, the observed spectra must be compared to computed spectra corre-
sponding to the part of the nebula seen through the slit (Luridiana et al. 1999).
If the slit size and position are controlled parameters in resolved H ii regions, then
they can be used to constraint the results of the photoionization model at increasing
distances from the central source.

As suggested by Stasi�nska & Schaerer (1997), the best approach would be to test all
these situations in extremely well de�ned situations. However, what remains clear is
that again an integral approach, the study of both objects (massive stars and H ii
regions) in tandem, can help to improve the techniques in both �elds.

1.5 Outline of thesis

This thesis focuses on a comprehensive study of the interplay between the massive
stars and their surrounding ionized interstellar medium in two Galactic H ii regions.
Two di�erent studies are presented: the comparison between stellar and nebular
abundances for the star forming region associated with the Orion nebula (M42),
and the e�ect of considering di�erent hypothesis on the modeling of the ionized
nebula M43, comparing the output of the models with as many observational con-
straints as possible.

This thesis is structured as follows: After the presentation of the observations used
in thesis (Chapter 2), the various tools that have been considered for the studies
presented here are described. The analysis of the optical spectra of the massive
stars is performed using the recent generation of model atmosphere codes; these are
introduced in Chapter 3, together with the methodology followed to derive stellar
parameters and abundances and modeling stellar ionizing 
ux distributions. Two
di�erent tools for studying ionized nebulae powered by stellar objects are presented
in Chapter 4: the spectroscopic approach gives the mean physical properties and
abundances of the nebulae along the line of sight below the slit; the photoionization
modeling approach allows a detailed study of the ionization structure of the nebulae.
The following step is to apply the proposed methodology to real cases. In Chapter
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5 the slow rotator B0.2V star τ Sco is used as benchmark test for the abundance
analyses of early B-type main sequence stars with the stellar atmosphere code Fast-
wind. A detailed spectroscopic study of a group of massive stars inside the Orion
nebula is presented in Chapter 6; stellar parameters as well as oxygen and silicon
abundances are derived for these stellar objects. The stellar abundances are com-
pared with nebular results. In Chapter 7, the de Marian nebula (M43) has been
selected to build a tailored photoionization model for a well resolved, apparently
spherical galactic H ii region with a single ionizing star. Finally, the conclusions of
this work are summarized. Complementary topics are presented in appendices.



CHAPTER

TWO

OBSERVATIONS

Quiero tener contacto
con la realidad,

pero
la realidad no me gusta.

- Tontxu -

The observational dataset used for this thesis is presented in this chapter. The bulk

of the observations consist of long-slit stellar and nebular optical spectroscopy and are

supplemented with narrow band imagery of the Galactic H ii region M43.

2.1 Introduction

This chapter presents the observations that were obtained for the aims of this
thesis, along with some comments on target acquisition and the reduction pro-

cesses. Several types of observables have been used here, comprising stellar and
nebular spectroscopy and narrow band imagery.

In Chapters 6 and 7, the optical spectra of the OB stars located inside the H ii
regions M42 and M43 are used to derive their stellar parameters through the anal-
ysis of the H and He i-ii lines. Additionally, many metal lines are present in this
optical range (viz. C,N,O,Si and Mg), therefore a stellar abundance analysis is fea-
sible with the same spectra (see Chapters 5 and 6). The usual requirements for the

13
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forementioned analyses are intermediate spectral resolution (R∼ 7000-10000) and a
high signal-to-noise ratio (SNR≥ 150-200) in the spectral range between 4000 and
5050 �A together with a spectral window centered on Hα. The spectral resolution and
SNR must be su�cient to accurately measure the equivalent widths of the metal
lines that appear in the stellar spectra. The Intermediate Dispersion Spectrograph
(ids) attached to the Cassegrain focus of the 2.5m Isaac Newton Telescope (int)
had an adequate con�guration1 for reaching these speci�cations in a reasonable ob-
serving time. One observing run was requested successfully, and all the stars needed
for this study were observed with adequate quality (see Section §2.2).

Two types of observations have been used for the analysis of the Galactic H ii
region M43 (Chapter 7): medium resolution long-slit nebular spectroscopy to study
its chemical composition and physical characteristics, and narrow band imagery of
the nebula, to study its photometric and morphological parameters. Both the spec-
troscopic and photometric datasets were obtained with the int. The spectroscopic
data (ids spectra) have been recovered from M�onica Rodr��guez's thesis (Rodr��guez
1998), and nebular images were obtained with the Wide Field Camera2 (wfc, an
optical mosaic camera attached to the prime focus of the int), in service time.

2.2 Stellar observational dataset

The bulk of the stellar spectroscopic observations used here were carried out with the
Isaac Newton 2.5m Telescope (int) at the Roque de los Muchachos Observatory in
La Palma on 21 December 2002. The long-slit Intermediate Dispersion Spectrograph
(ids) was used with the 235 mm camera and two di�erent gratings. The spectral
region between 4000 and 5050 �A was observed using the H2400B grating, which
resulted in an e�ective spectral resolution R∼ 7500 (equivalent to a 0.23 �A/pixel
resolution and ∼ 2.6 pixel fwhm arc lines). For the Hα region the H1800V grating
was used, resulting in a similar spectral resolution (0.3 �A/pixel, R∼ 8000). To ob-
tain the appropriate wavelength coverage with these con�gurations, three exposures
were required; two settings in the blue and one in the red. To avoid saturation on
the strong nebular emission lines contaminating the stellar spectra, several short ex-
posures were taken when necessary. Additionally, a large number of bias, 
at �elds
and arcs were obtained for use in the reduction process.

1 ids is not offered any longer to visiting astronomers since August 2003. Information about
the instrument can be found in http://www.ing.iac.es/Astronomy/instruments/ids/

2http://www.ing.iac.es/Astronomy/instruments/wfc/
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HD Name SpT mv Av Mv

Orion stars

HD 37020 θ1 Ori A B0.5V 6.73 1.89 -3.4
HD37022 θ1 Ori C O7Vp 5.12 1.74 -4.9
HD37023 θ1 Ori D B0.5V 6.71 1.79 -3.3
HD37041 θ2 Ori A O9V 5.07 1.12 -4.3
HD 37042 θ2 Ori B B0.5V 6.41 0.73 -2.6
HD37061 NU Ori B1V 6.84 2.09 -3.5

Reference stars

HD 47839 15 Mon O7V — — -4.8
HD214680 10 Lac O9V — — -4.4
HD149438 τ Sco B0.2V — — -3.3

Table 2.1 — Identification, spectral type and photometric visual data of the studied
objects. The Av and mv values for Orion stars from Preibisch et al. (1999). The Mv

values for these stars have been calculated considering a distance d =450± 50 pc to the Orion
nebula. Data for HD214680 and HD 47839 are from Herrero et al. (1992). Photometric data
for HD149438 is from Humphreys (1978). Uncertainties in mv, Av and Mv are 0.01, 0.03 and
0.3 respectively.

The reduction of the spectra was done using the iraf reduction package, following
long-slit standard techniques3 that comprise:

• Bias subtraction

• Correction of the small scale sensitivity variation of the CCD by using a nor-
malized combined 
at �eld on each spectral region.

• Subtraction of the sky and nebular contribution (see below)

• Aperture extraction.

• Wavelength calibration

At this point, the di�erent exposures for the same spectral region of each target are
combined, taking care that there is not a relative shift in wavelength between them.
The signal-to-noise ratio (SNR) reached for the spectra | estimated as the square
root of the total number of counts for a given wavelength | varies with wavelength,
but is usually about 200-250 in the blue region and 250 in the Hα region (see Table
2.2). An atlas of these spectra is presented later in Figures 2.3 and 2.4; the two
blue regions have been coadded.

3See e.g. A User’s Guide to Reducing Slit Spectra with iraf, by P. Massey, F. Valdes, J.
Barnes (15-Apr-1992)
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HD 4000 - 4550 4500 - 5050 Hα

HD37020 170-280 210 220
HD37022 170-330 280 290
HD37023 220-450 450 320
HD37041 200-275 230 210
HD37042 160-220 250 230
HD37061 170-300 250 250
HD214680 140-190 200 160
HD47839 89-120 160 260

Table 2.2 — SNR achieved for the target spectra for each one of the three spectral ranges
observed with the int+ids.

Special care has to be taken, in the reduction process, due to the nebular contam-
ination of the stellar spectra. The stars studied are located inside H ii regions, so
the stellar spectra are contaminated by the nebular emission spectrum. It would be
desirable to remove this nebular contribution, as it �lls the cores of the Balmer H
and He i lines. However this is not an easy task, despite having long-slit observa-
tions, as the nebular emission has spatial structure that complicates its subtraction
(especially in the Balmer H lines, where there is a strong nebular contribution. See
Figure 2.1). If this contamination is not correctly removed an over or under sub-
traction will appear. After trying various possibilities it was concluded that the best
solution for this problem is not to subtract the nebular emission at all, instead those
regions where the emission lines contaminate the stellar lines were ignored in the
�tting process of the synthetic lines to the �nal spectrum. For the Balmer H and
He i lines this is satisfactory, as emission lines are narrower than absorption lines.
Nebular contributions are more di�cult to separate from metal lines. However the
stellar metal lines used in the abundance analyses presented here have a negligible
contamination from nebular lines.

The last step of the reduction process is the normalization of the spectra4. This
�nal step was done using our own software developed in idl: a normalization func-
tion is de�ned with a cubic splines �t to some selected continuum points, and the
spectrum is then divided by this function. The selection of the continuum points is
arbitrary, but one must take into account that they cannot be located where there
is an interstellar band or over the wings of the H , He i-ii or metal lines, and must
adequately trace the curvature of the non-recti�ed spectrum.

4In some cases, if the observed star is not single, spatially unresolved components may be
included in the slit. Spectral features showing this binarity can appear in the spectrum of the
star, and the normalized spectrum can be affected by binarity effects (see Appendix B)
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Figure 2.1 — (Left) Partial section of the CCD showing the bi-dimensional spectrum (hor-
izontal: spatial direction; vertical: dispersion direction) of HD 37020 +HD37021+ M42. The
broad vertical white lines correspond to the stellar continuum emission. Vertical cuts outside
the stellar emission give the nebular spectra at various distances from the star. Horizontal
lines represents spatial cuts in one of the narrow nebular emission lines. (Upper right) Spatial
cut for a given wavelength where there is no nebular emission. The spectrum for each star is
extracted fitting a gaussian curve and subtracting the sky and nebular contribution. In this
case the nebular and sky contribution in the stellar zone is estimated by a linear fit to adja-
cent zones. (Lower right) Spatial cut in Hγ . The structure of the nebula in this wavelength
complicates the subtraction of the nebular emission.

In the normalization process of the int - ids Hα spectra it was found that the blue
wing of the Hα line is a�ected by a feature that has previously been identi�ed as
a broad di�use interstellar band, dib (Herbig 1995). Therefore, the normalization
of the Hα spectra has to be done taking care of not selecting a continuum point
inside this dib because it would produce an incorrect result. Figure 2.2 illustrates
this problem. The presence of the mentioned dib will be taken into account in the
�tting process to derive the stellar parameters (see Chapters 6 and 7).

The int observations consist of the brightest three stars in the Trapezium clus-
ter (θ1 Ori A, C, D) inside the Orion nebula (M42) together with the two nearby
stars θ2 Ori A and B, and NU Ori (the ionizing source of M43). Two standard stars
were included in this set, 10 Lac and 15 Mon (O9V and O7V respectively). The
spectrum for the other standard star, τ Sco, was kindly provided by Dr. Gehren.
This is a slow rotating B0.2V star, ideal for a preliminary abundance analysis study.
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Figure 2.2 — Two possible solutions in the normalization of the int - ids Hα spectrum of
HD37042. The normalization function indicated by the black dashed line in the upper figure
follows the general trend of the continuum over the Hα line; this option produces the blue
wing of Hα to be extended far away from the line in the normalized spectrum. For the red
dashed-dotted normalization function, a continuum point is selected in the blue wing of the
Hα line, where a diffuse interstellar band is located; this option produces an incorrect solution.

The spectrum was obtained with caspec, attached to the eso 3.6m telescope. The
SNR of this spectrum is ∼ 200-300 in the blue region and ∼ 150 in the Hα region.

The main ionizing source of the Orion nebula, HD 37022 (θ1 Ori C) is known to have
variable spectral features varying in phase or antiphase with a period of 15.4 d (Conti
1972, Stahl et al. 1993, Walborn & Nichols 1994, Stahl et al. 1996). For the study
of the spectral variability of this star, some feros spectra have been used (some
of which were downloaded from the feros database and other kindly provided by
Dr. Stahl). These observations were carried out with feros at the eso 1.52m
telescope in La Silla. The instrument is designed for high-dispersion spectroscopy
with R ∼ 48000 over the spectral range 3700 - 9200 �A. The achieved SNR is 300 at
about 4500 - 5000 �A. The study of this star is presented in Chapter 6. The various
phase observations that have been used for the variability study are summarized in
Table 6.4 of that chapter.
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Figure 2.3 — Atlas of the int+ids spectra in the 4000-5000 Å region used for this study.
The τ Sco spectrum is from caspec. Several narrow nebular emission lines appear in the
spectra of the Orion stars. In these stars, the cores of the hydrogen Balmer lines are contam-
inated by the nebular lines. Nebular Hβ and [O iii] λλ 4960,5007 lines have been arbitrarily
diminished in the θ1 Ori A and D plotted spectra for the sake of clarity. Many metal lines
can be distinguished along with the broad H and He lines in the O9 - B0.5 spectra. The high
rotational velocity of θ2 Ori A causes the metal lines of this O9V star to be shallower, broader
and more blended when compared to the other O9 target. The known inverted P-Cygni
He iiλ4686 profile can be seen in the θ1 Ori C spectrum.
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Figure 2.4 — Atlas of the int+ids spectra centered in Hα. The τ Sco spectrum is from
caspec. Nebular Hα and [N ii] emission lines have been arbitrarily diminished in the θ1 Ori A
and D plotted spectra for the sake of clarity. Two emission components can be distinguished
in the θ1 Ori C Hα line: the narrow one is associated with the nebula, the other one is variable
and it is associated with the star (see Section §6.5, Chapter 6).
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2.3 Nebular observational dataset

2.3.1 Long-slit spectroscopy

For the study of the Galactic H ii region M43 (an apparently spherical nebula close
to the Orion nebula) presented in Chapter 7 some of the int-ids spectroscopic data
from M�onica Rodr��guez's thesis (long-slit spectroscopy of several Galactic H ii re-
gions) have been recovered. Speci�cations on her observing runs and the reduction
and calibration process can be found in Rodr��guez (1999), here we only describe the
main characteristics of the M43 spectra concerning our study.

The int-ids long-slit observations cover the spectral range λλ3985-8810 �A (taken
in three di�erent exposures covering the spectral ranges λλ3985-5825 �A, λλ5680-
7020 �A and λλ6970-8810 �A). The selected slit width of 1".4 results on a spectral
resolution of 4 �A/pixel. Five spectra at di�erent positions from the central star were
obtained by dividing the original ∼ 2 arcmin length slit into shorter sections (see Fig-
ure 2.5 and Table 2.3). Two new columns with extra information have been added
to the information provided by Rodr��guez (1999): the actual distance from the star
to the apertures (since the quoted positions refer to the telescope pointing position
in the observing run, which do not �t in with the position of the star); and the non
extinction corrected Hα/Hβ line intensity ratios, that will be used to estimate the
extinction correction for the Hα images.

Since the original line intensity data for these spectra have only been published in
Rodr��guez's thesis (Rodr��guez 1998), the extinction corrected intensities have been
summarized below in Table 2.4 for the set of lines of interest.

Slit Position (”) Size (”) F (Hβ) x 1012 τβ RV d (”) [I(Hα)/I(Hβ)]0

M43-1 +21 28.8 2.03 1.55 5.5 45 4.04
M43-2 +63 26.2 1.42 1.45 5.5 88 4.54
M43-3 +89 25.6 0.59 1.54 5.5 115 5.55
M43-4 -54 17.9 2.01 1.60 6.0 7 4.22
M43-5 -16 23.0 1.97 1.63 6.0 11 4.23

Table 2.3 — Relevant data for the five slit sections used by Rodŕıguez (1999, her Table
2; extended with two extra columns with additional information) for the spectroscopic study
of M43. The quoted positions are relative to α =05 35 28.8, δ =-05 16 19 (positive numbers
indicate shifts to the west). Integrated Hβ line fluxes (erg cm−2 s−1) are not corrected for
extinction. d corresponds to the distance from the star to the closer side of each slit section to
the star position. Non extinction corrected Hα/Hβ line intensity ratios have been calculated
using the [N ii] λ5755 line, present in both blue spectral ranges.
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λ (Å) Ion [I(λ)/I(Hβ)] x 100

M43-1 M43-2 M43-3 M43-4 M43-5

4069 [S ii] 2.7± 0.1 4.4± 0.1 4.3± 0.4 1.55± 0.02 1.8± 0.1
4102 Hδ 25.5± 0.2 25.62± 0.09 25.6± 0.1 24.6± 0.2 25.6± 0.1
4340 Hγ 46.6± 0.1 45.43± 0.1 46.5± 0.1 46.6± 0.2 46.5± 0.1
4860 Hβ 100.0± 0.3 100.0± 0.2 100.0± 0.2 100.0± 0.7 100.00± 0.05
4959 [O iii] 2.97± 0.02 4.30± 0.04 12.5± 0.1 2.98± 0.1 3.62± 0.1
5007 [O iii] 8.88± 0.03 13.07± 0.05 37.6± 0.2 8.98± 0.1 10.92± 0.1
5518 [Cl iii] 0.237± 0.004 0.22± 0.02 0.344± 0.009 0.259± 0.009 0.28± 0.02
5538 [Cl iii] 0.177± 0.004 0.16± 0.02 0.15± 0.03 0.163± 0.009 0.21± 0.02
5755 [N ii] 0.793± 0.008 0.977± 0.008 1.23± 0.08 0.80± 0.02 0.76± 0.02

5755 [N ii] 0.82± 0.03 0.88± 0.06 0.95± 0.06 0.78± 0.03 0.76± 0.06
5876 He i 0.96± 0.03 0.82± 0.06 2.02± 0.09 0.90± 0.03 3.41± 0.03
6300 [O i] 1.78± 0.03 2.75± 0.06 6.0± 0.1 1.74± 0.06 1.34± 0.03
6312 [S iii] 0.58± 0.03 0.58± 0.06 0.43± 0.09 0.55± 0.06 0.73± 0.03
6548 [N ii] 34.72± 0.09 36.8± 0.1 39.4± 0.3 35.6± 0.2 33.7± 0.2
6563 Hα 292.2± 0.9 292.2± 0.8 307± 1 290± 1 291.9± 0.3
6584 [N ii] 112.9± 0.3 121.1± 0.3 128.6± 0.5 114.9± 0.6 109.7± 0.1
6678 He i 0.23± 0.03 0.18± 0.02 0.74± 0.06 0.20± 0.02 0.99± 0.02
6717 [S ii] 23.93± 0.08 36.2± 0.1 40.01± 0.2 24.2± 0.1 19.58± 0.02
6731 [S ii] 24.06± 0.06 36.2± 0.1 40.5± 0.2 24.4± 0.1 20.33± 0.02

7066 He i 0.211± 0.008 0.19± 0.01 0.6± 0.04 0.19± 0.01 0.81± 0.01
7136 [Ar iii] 0.61± 0.01 0.72± 0.01 1.94± 0.07 0.62± 0.03 2.91± 0.05
7320 [O ii] 1.92± 0.04 2.41± 0.03 3.4± 0.1 1.9± 0.1 2.10± 0.04
7330 [O ii] 1.53± 0.04 1.85± 0.05 2.63± 0.09 1.54± 0.07 1.67± 0.04
8579 [Cl ii] 0.41± 0.01 0.539± 0.009 0.63± 0.03 0.40± 0.01 0.360± 0.007
8599 Pa14 0.74± 0.01 0.69± 0.01 0.85± 0.04 0.71± 0.01 0.94± 0.02
8751 Pa12 1.06± 0.03 1.10± 0.01 1.1± 0.04 1.08± 0.03 1.13± 0.03

Table 2.4 — Extinction corrected intensities for the set of lines of interest in the spectral

ranges λλ3985-5825 Å, λλ5680-7020 Å and λλ6970-8810 Å. Selected from Tables A.14 – A.18
presented in Mónica Rodŕıguez’s thesis (Rodŕıguez 1998)

2.3.2 Narrow band imagery

The spectroscopic observational dataset for the study of M43 was complemented
with narrow band imagery obtained with the Wide Field Camera (wfc) attached
to the prime focus of the int. The wfc consists of 4 thinned eev 2k× 4k ccds
with a pixel size of 13.5µm corresponding to 0".33/pixel. The edge to edge limit
of the mosaic neglecting the ∼1 arcmin inter-chip spacing is 34.2 arcmins. Figure
2.5 shows a section of the fourth wfc { ccd with an Hα image of M43 and the
location of the �ve slit sections used by Rodr��guez (1999); the whole region covered
by the wfc also includes part of the nearby M42 nebula (see Figure 2.7).
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The observations were taken on 25 March 2005, during a service night. Ten images
in �lters Hα and Sloan r' with an o�set of 30 arcsec between them were obtained.
Since the night was photometric, one �eld with Landolt standard stars was observed
at two di�erent air masses during the night for the 
ux-calibration of the Hα and
Sloan r' images. Additionally, �ve images in [O iii] and [S ii] �lters were obtained5.
Table 2.5 summarizes the log of the observations. Figure 2.6 shows the transmission
curves of the di�erent �lters and the position of the brightest nebular lines in the
spectral range between 4800 and 7300 �A.

Figure 2.5 — int-wfc M43 image in Hα with the position of the different slit sections
used by Rodŕıguez (1999). Same number identifications will be used in the study presented
in Chapter 7 (this thesis).

5Since only the surface brightness profiles of the nebula in these lines are of interest, the
[O iii] and [S ii] images are not flux calibrated.
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Filter λ0 FWHM texp Target

Hα 6568 95 10 x 30 s M43
Sloan r’ 6240 1347 10 x 3 s M43
[O iii] 5008 100 5 x 12 s M43
[S ii] 6725 80 5 x 12 s M43

Hα 6568 95 3 x 70 s 0918+029D
Sloan r’ 6240 1347 3 x 10 s 0918+029D

Table 2.5 — Journal of observations.

The reduction of the images was done using the iraf reduction package, following
standard techniques. These consist of the correction of the rough images from the
bias level and the 
at �eld response of the CCDs; then the dithered images from
each �lter are aligned and combined together using an unsaturated star in the adja-
cent �eld.

To obtain the 
ux calibrated pure Hα images, two di�erent approaches were used.
The �rst one considers the subtraction of the continuum adjacent to the Hα line
with the �eld star method applied to the Hα and Sloan r' images. Since there are
some intrinsic uncertainties associated with this method, which implies that the cor-
rection factors could be underestimated or overestimated, the validity of this result
was checked by considering another method. This alternative technique uses the Hα

images along with the long-slit spectroscopic information by Rodr��guez (1999).

Calibration of the Hα images: First approach

The steps followed to obtain the 
ux calibrated pure Hα emission images are pre-
sented below:

• The Hα and Sloan r' images are 
ux calibrated using the standard star observed
at two di�erent airmasses.

• The Sloan r' image, multiplied by a correction factor, is subtracted from the
Hα image. In Figure 2.6 it can be seen that the Hα and Sloan r' �lters have
di�erent fwhm. The correction factor, estimated using the stars in the �eld,
corrects the broad Sloan r' �lter to the fwhm of the narrow Hα �lter and
takes into account the di�erent exposure times of the two images.
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Figure 2.6 — Characteristics of the filters used for obtaining narrow band images of
M43 with int-wfc. The brightest nebular lines ([O iii] λ5007, Hα, [N ii] λλ6548, 6584 and
[S ii] λλ6717, 6731) are also shown in the plot.

• The Hα �lter also includes the nearby [N ii] lines (see Figure 2.6), so the Hα

images must be corrected by this [N ii] contamination. The Hα and [N ii]
line intensities measured from the spectroscopic observations (see Table 2.4)
have been used along with the Hα �lter transmission curve to estimate this
correction factor.

Fc(Hα) = cf(N II) Fm(Hα) (2.1)

being Fc the corrected 
ux, Fm the measured 
ux, and

cf(N II) =
I(Hα)

I(N II 6548) t6548 + I(N II 6584) t6584 + I(Hα) tHα

(2.2)

the correction factor due to the N ii lines, where t is the Hα �lter transmission
value for the wavelengths corresponding to the Hα and [N ii] lines, and I are
the non extinction corrected intensities. Table 2.6 summarizes these values
along with the derived correction factors for each slit section. A mean cf(N ii)
value of 0.658 has been considered for correcting the Hα images of nebular
N ii lines emission.

• Finally, the 
ux calibrated Hα images must be corrected for extinction.
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The weak point of this method is the following. Since the Sloan r' �lter also includes
the Hα line, as well as another nebular emission lines like [N ii] and [S ii], the �nal
pure Hα emission could be underestimated when the Sloan r' image is subtracted
from the Hα image. Some tests using the long-slit nebular spectra of M43 have
shown that this underestimation can be ∼ 6 - 15 %, depending on the correction
factor considered for the Sloan r' images.

To check this calibration, a second di�erent technique has been applied to cali-
brate the Hα images.

Line Transmission (%) M43–1 M43–2 M43–3 M43–4 M43–5

Hα 0.875 100. 100. 100. 100. 100.
[N ii] λ6548 0.843 11.9 12.6 12.8 12.2 11.5
[N ii] λ6584 0.880 38.8 41.6 42.1 39.8 37.7

c.f. (N ii) 0.66 0.65 0.65 0.66 0.67

Table 2.6 — Spectroscopic information used for removing [N ii] λλ6548, 6584 contamina-
tion from the Hα image. The non extinction corrected intensities for the [N ii] lines, relative
to Hα =100 are from Rodŕıguez (1998). The derived c.f. (N ii) values for each slit section
have been calculated using Equation 2.2.

Calibration of the Hα images: second approach

This second technique uses the long-slit spectroscopic information by Rodr��guez
(1999) to calibrate the Hα images. These are the steps followed in this case:

• The various Hα 
uxes associated with the di�erent slit sections are calcu-
lated with the Hβ 
uxes summarized in Table 2.3 and the corresponding non
extinction corrected I(Hα)/I(Hβ) ratios.

• The Hα image is multiplied by a correction factor to convert the total number
of counts inside the slit M43 - 1 to the corresponding F(Hα) for this slit section.

• The information from the other slit sections is used to check the validity of
this calibration. The di�erences found are below 15%.

• Again, the 
ux calibrated Hα images must be corrected for extinction.
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Comparison of results from both methods

The values derived through both techniques for the integrated non extinction cor-
rected Hα 
ux are in quite good agreement: (3.8± 0.4) x 10−9 ergs−1cm−2 and
(4.2± 0.2) x 10−9 ergs−1cm−2 respectively. As it was expected, the value given by
the �rst method is ∼ 10 % lower than the other one. A �nal value of (4.0± 0.4)
x 10−9 will be considered. In Chapter 7 (Section §7.3), this value is corrected by
distance and extinction, estimating the integrated Hα luminosity of M43.

Figure 2.7 — int-wfc image of M42 and M43 nebulae in Hα





CHAPTER

THREE

DEALING WITH STELLAR ATMOSPHERE CODES

... y entonces dice el F́ısico
— para medir el volumen de una vaca —

”Supongamos que es una esfera”.

- Un chiste -

In this chapter the model atmosphere codes used in this thesis will be summarized,

stressing their main characteristics. The strategy followed for determining the stellar

parameters and abundances, as well as modeling the ionizing flux distribution of massive

stars is based on the analysis of their optical spectra using the recent generation of

spherical, line-blanketed model atmosphere codes.

3.1 Introduction

The outer layers of blue luminous stars are characterized by strong nlte condi-
tions, spherically extended geometries and the e�ect of hundreds of thousands

of 
ux absorbing metal lines present in the uv range. The high luminosity and low
density of these objects results in the radiative transitions dominating over the col-
lisional ones producing signi�cant departures from lte conditions. The presence of
strong extended stellar winds invalidates the hypothesis of plane-parallel geometry.
Finally, these stars emit the bulk of their radiative 
ux in the euv and uv ranges,
where hundreds of thousands of metal lines are located, producing blocking of the
emergent 
ux in these spectral windows, backwarming of the inner layers due to the
scattering of radiation, and redistribution of the radiation to lower energies (in the
so called line blocking and line blanketing e�ects). The radiative driven wind theory
states that the interaction of the radiation with the opacity of these metal lines is

29
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what drives the material of the outer layers of these stars, producing the stellar wind
(Lucy & Solomon 1970; Castor, Abbot & Klein 1975).

All the above e�ects must be taken into account when modeling the atmospheres
of blue luminous stars. An ideal model atmosphere code should consider all of these
problems in a detailed manner. However this would require an enormous compu-
tational e�ort. To avoid this, depending on the speci�c object one wants to treat,
some of the physical processes can be relaxed without a�ecting the reliability of the
model output. For example, if one wants to study photospheric lines in stars with
high surface gravity, a plane-parallel geometry can be considered as an approximate
solution to the problem. Obviously this simpli�cation is not valid to treat lines
formed in the outer parts of the atmosphere, a�ected by the stellar wind.

Previous codes by Mihalas & Auer (1970) considered plane parallel, nlte, H-He
atmospheres (i.e. unblanketed models). Kurucz (1979, 1991) included line blanket-
ing e�ects in his grid of plane parallel models (atlas9), however neglecting nlte
conditions. atlas9 has been widely used not only for the study of low mass stars,
but also in the high mass regime regarding di�erent aspects: Vacca et al. (1996)
presented a SpT - Teff - Q(H0) calibration based on Kurucz (1991) models, the QUB1

group extensively used atlas9 models in the 90's for deriving stellar parameters and
abundances of B-type stars in the Galaxy and the Magellanic Clouds; many stud-
ies on H ii regions modeling also used these model atmospheres (e.g. Stasi�nska &
Leitherer 1996). Kunze (1994, cf. Kunze et al. 1992) included up to 9 of the
most abundant elements (H , He , C , N , O , Ne , Mg , Al , Si , S , Ar ) to ac-
count for line blanketing e�ects in nlte plane parallel models (however, the iron
group elements were not included in this calculation). The main limitation during
these years was the enormous computational e�ort that was required by a nlte line
blanketed calculation. Much e�ort has been devoted to improve the computational
methods applied in stellar codes (e.g. Workshop on "Stellar atmosphere modeling",
T�ubingen, 2002); the resulting advances together with the increase in the e�ciency
of computers during the last decades, have made the modeling of atmospheres of
hot luminous stars possible in reasonable computational times.

All models mentioned above assume a plane parallel geometry, however in some
cases stellar wind e�ects are highly important. For very low density winds, the ex-
tension of the atmosphere is negligible and plane-parallel geometry can be used,
however strong uv resonance lines can be a�ected by the extension and the mass
out
ow. For increasing density winds, the region where the continuum and the lines

1Queen’s University of Belfast
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are formed can be a�ected by wind e�ects. Strong recombination lines in the optical
(e.g. Hα, He iiλ 4686) and ir begin to show contamination by the out
ow, going
from partial re-�lling to complete emission (see review on winds from massive star
by Kudritzki & Puls 2000). Winds are also able to modify the ionizing radiation
of hot stars dramatically (Gabler et al. 1989; Najarro et al. 1996; Sellmaier et al.
1996), an e�ect that has important consequences for the ionization of the interstellar
medium by hot stars. Finally, also the ir, (sub)millimeter and radio continua are
strongly a�ected.

During the last years, several groups have worked in parallel on di�erent codes
that consider various approximations for the global solution depending on the spe-
ci�c problem. There are two main families of model atmosphere codes for massive
stars: the plane-parallel, hydrostatic models and those so-called "uni�ed models"
(Gabler et al. 1989) in which spherically symmetric geometry with a smooth tran-
sition between the photosphere and the wind is considered. All of these account
for the nlte and line blanketing e�ects (although also o�er the possibility of cal-
culating lte and/or unblanketed models). Tlusty (Hubeny & Lanz 1995) is the
plane-parallel code widely used nowadays; Fastwind (Santolaya-Rey et al. 1997,
recently updated, see Puls et al. 2005), CoStar (Schaerer & de Koter 1997), Cm-
fgen (Hillier & Miller 1998), and Wm-basic (Pauldrach et al. 2001), belonging
to the second category2 take into account winds with expanding spherical geometries.

Line blanketing effects

It has been mentioned above that line blanketing e�ects are important in the model-
ing of blue luminous stars, but what is it exactly and how does it a�ect the structure
and the emergent 
uxes of stellar models? Blue luminous stars emit the bulk of their
radiation in the (e)uv range, a spectral range a�ected by the presence of hundreds
of thousands of metal lines producing line blocking and line blanketing e�ects. Al-
though both e�ects are related, they a�ect in two di�erent ways the structure and
emergent 
ux of the stellar atmosphere. The opacity of the large amount of lines
reduces the emergent (e)uv 
ux (line blocking), but also, as there is less frequen-
cies available for the e�ective transport of the 
ux outwards in the atmosphere, the
temperature gradient increases (producing the so-called backwarming e�ect). Ob-
viously, these e�ects have drastic consequences on the ionization strati�cation and
the emergent 
uxes. The �rst consequence is that the backwarming e�ect a�ects

2Cmfgen and Wm-basic did not originally belong to ”Unified Model Atmopsheres”, par-
ticularly Cmfgen that originally only described the wind (whilst Wm-basic was slightly more
”unified”). However the statement can be taken as correct for current versions.
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the ionization in the line formation region of the diagnostic lines, leading to higher
ionization (e.g. the He ii lines are stronger and therefore a lower Teff is needed to �t
the observed lines when models with line blanketing are considered). On the other
hand, 
uxes are not only a�ected by the change in Teff , but also (and this is the
main e�ect) by line blocking. Lyman continuum 
uxes are reduced and hence, as
the total emergent luminosity must be conserved (which means that the product of
the 
ux times r2 has to be conserved), IR and radio 
uxes are enhanced.

These line blanketing e�ects have a large impact on derived luminosities, radii and
masses of massive stars, due to the change in the emergent 
ux at a given tem-
perature (see review by Herrero & Najarro 2005). Additionally these changes have
a signi�cant e�ect on the ionization of the surrounding material predicted by pho-
toionization models.

3.2 Stellar model atmosphere codes

This section presents the stellar model atmosphere codes applied in this thesis. The
work developed here mainly aims to a spectroscopic analysis of blue massive stars
located inside H ii regions to derive their stellar parameters, abundances and ion-
izing 
ux distributions (to be followed by a study of the surrounding nebula). The
two latter determinations are performed by means of Fastwind, a uni�ed model
atmosphere optimized for the analysis of optical and IR spectra of massive stars.
Fastwind is designed for fast computations but makes only an approximate treat-
ment of the opacity from metals and hence the emergent 
ux in the spectral window
where line blocking is important, is only approximate. The ionizing 
ux distributions
are therefore modeled using Wm-basic, another spherically extended stellar atmo-
sphere code aimed to the precise study of the (e)uv range, with a very detailed
treatment of the line blanketing e�ects over this spectral range. Indeed it is from
this code (Wm-basic) that the approximate treatment of line blanketing has been
developed for Fastwind. Therefore this code is consistent with the parameters
determined with Fastwind in the optical.

In Chapter 5, Fastwind results from a detailed oxygen abundance analysis for
the star τ Sco are compared with those derived from another two stellar atmosphere
codes widely used by the scienti�c community; these are the spherically extended
code Cmfgen and the plane parallel code Tlusty. In Chapter 7, the spectral en-
ergy distributions (sed) predicted by Wm-basic and Cmfgen for the star HD 37061
are compared.
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The main characteristics of the codes Fastwind and Wm-basic, as well as the
codes Tlusty and Cmfgen, used for the comparisons, are presented below:

Fastwind (Santolaya-Rey et al. 1997, Puls et al. 2005)

Fastwind (Fast Analysis of STellar atmospheres with WINDs) is a fast per-
formance code developed for calculating nlte line-blanketed model atmospheres
for hot stars with winds. It is optimized for treating optical and IR spectroscopic
analyses of normal stars with Teff ∼> 8500 K (OBA-stars) of all luminosity classes
and wind strengths.

The main objectives that have guided the developers of Fastwind since the initial
version of the code are: easy to use, robust, and fast and portable performance. Since
the �rst version, presented in Santolaya-Rey et al. (1997) to the latest one, described
very recently (Puls et al. 2005), many improvements have been included in the code
(the main ones are an approximate treatment of the line blanketing/blocking e�ects
and a consistent calculation of the T-structure by means of the thermal balance of
electrons). Obviously, the motivations which have driven the development of Fast-
wind have been and still are those mentioned above (a fast performance to be of
highest priority in the age of multiobject spectrographs were hundreds of spectra
are obtained simultaneously and require fast analysis). The required computational
e�ciency is obtained by applying appropriate physical approximations to processes
where high accuracy is not required (regarding the objective of the analysis: opti-
cal/IR lines).

The characteristics of the code have been extensively described in Santolaya-Rey
et al. (1997), and Puls et al. (2005). The main points regarding the use of Fast-
wind in this thesis are emphasized in Section §3.3.

Fastwind has been tested and applied for a variety of di�erent spectral types and
luminosity class objects. Urbaneja et al. (2003, 2005a,b), Trundle et al. (2004)
and Trundle & Lennon (2005) have centered their studies on B supergiants in the
Magellanic Clouds, the spiral galaxies M33 and M31, or even galaxies beyond the
Local Group; Herrero et al. (2002) and Repolust et al. (2004) have determined
new e�ective temperature scales for Galactic O stars (either supergiants or dwarfs);
Massey et al. (2004) derived a similar scale as a function of metallicity studying O
stars in the Magellanic Clouds; in this thesis I will present a detailed analysis of the
Trapezium cluster stars ionizing the Orion Nebula (also published in Sim�on-D��az et
al. 2005).
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Wm-basic (Pauldrach et al. 2001)

Wm-basic is a detailed nlte atmospheric model for hot luminous stars with homo-
geneous, stationary, and spherically symmetric radiation driven winds.

This code aims mainly at the prediction of euv/uv 
uxes and pro�les, through
a sophisticated and consistent description of line blocking and blanketing. However
the bound-bound radiative rates are calculated in Sobolev approximation (including
continuum interactions) and the code does not include broadening terms, hence the
optical lines usually considered for the stellar parameter determination are not reli-
able for diagnostic purposes.

The solution of the hydrodynamics produced by the scattering and absorption of
Doppler shifted metal lines provides a realistic strati�cation of the density and ve-
locity, particularly in the transonic region. The line contribution to the radiative
acceleration is parameterized following the formulation by Castor, Abbot & Klein
(1975) | CAK | (see also Pauldrach et al. 1986) that uses the concept of line-
force multiplier:

M(t) = κt−α(
ne

W (r)
)δ (3.1)

Where t is a dimensionless depth parameter de�ned in the Sobolev approximation,
t ≡ vthχTh/(dv/dr) with vth the thermal velocity of the ion and χTh the elec-
tron opacity, ne is the electron density, W(r) is the geometrical dilution factor and
κ, α and δ are the force multiplier parameters. κ represents the number of lines
with strengths above some critical value, α de�nes the slope of the line strength
distribution and δ is included to account for changes in the wind ionization structure.

Detailed atomic models are considered for all the important ions of the 149 ion-
izations stages of 26 elements (H to Zn, apart from Li, Be, B and Sc), resulting
in a total of 5000 levels. More than 30000 bound-bound transitions for the nlte
calculations and more than 4 million lines for the line-force and blocking calculations
are accounted for. Additional line data were taken from the Kurucz (1992) line list:
approximately 20000 lines for ions of Mn, Fe, Co and Ni.

The authors have developed a fast numerical method which accounts for the block-
ing and blanketing in
uence of all metal lines in the entire sub- and supersonically
expanding atmosphere. The line blocking e�ects are treated by means of an Opacity
Sampling technique in the initial iterations and a detailed radiative line transfer (an
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exact solution of the transfer equation in the observer's frame) used for the �nal
iterations. Line blanketing e�ects over the temperature structure are treated using
a 
ux correction procedure in deeper layers (τR ≥ 0.1) and the thermal balance of
electron heating and cooling in the outer layers.

This code allows the user to account for the euv and X-ray radiation produced
by cooling zones which originate from the simulation of shock heated matter.

Some examples of studies where Wm-basic has been applied are those by Garc��a
& Bianchi (2004) and Bianchi & Garc��a (2002) who determine the stellar and wind
parameters of a sample of Galactic early type O stars by analyzing the uv and fuv
spectra; Smith et al. (2002) present a grid of ionizing 
uxes for O and WR stars for
the use with evolutionary synthesis codes and single star H ii region analyses. Finally,
Rix et al. (2004) combine the evolutionary spectral synthesis code Starburst99
with the output from Wm-basic for obtaining integrated uv stellar spectra of star
forming regions (to be applied in the study of high redshift galaxies)

Cmfgen (Hillier & Miller 1998)

Cmfgen is a nlte, line blanketed code with spherical geometry and mass loss.
Radiative transfer is treated "exactly" in this code (all lines are treated in comoving
frame, even those from iron group elements), meaning that no opacity redistribution
or sampling techniques are used. Therefore this code can be used for spectroscopic
studies from the (e)uv range to the (f)ir, even though it is very time consuming
(whilst a Fastwind model takes 20-30 minutes, Cmfgen takes anything from 3-7
hours).

The approach driving this code is the inclusion of as many lines as possible in
order to fully describe the e�ects of line blanketing while minimizing the number of
level populations to be explicitly solved (using the idea of super levels �rst pioneered
by Anderson 1989). The number of superlevels and their links to the real atomic
levels is easily modi�ed. This allows 
exibility in testing the accuracy associated
with various superlevels assignments.

Cmfgen was originally designed for the analysis of very dense winds, so the treat-
ment of the photospheric density strati�cation was approximate. At present, the
velocity and density structures are not self-consistently computed but has to be
given as input, either as input data or parameterized (see in Martins et al. 2004, an
example of how these structures are included in the code).
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Cmfgen has been applied to the spectroscopic study of massive stars in various
spectral windows. From fuv, uv and optical spectroscopy (Hillier et al. 2003;
Bouret et al. 2003; Evans et al. 2004; Martins et al. 2004) to nir and fir spec-
troscopy (Najarro et al. 2004; Lenorzer et al. 2004). Martins et al. (2002, 2005)
have presented a new e�ective temperature scale of O stars (somewhat di�erent to
the previous one by Vacca et al. 1996 and consistent with those by Herrero et al.
2002, Garc��a & Bianchi 2004, Repolust et al. 2004 and Massey et al. 2004).

Tlusty (Hubeny 1988, Hubeny & Lanz 1995)

Tlusty is a code for calculating plane parallel, horizontally homogeneous, stel-
lar model atmospheres in radiative and hydrostatic equilibrium. Departures from
lte are allowed for a set of occupation numbers of selected atomic and ionic energy
levels. The program is fully data oriented as far as the choice of atomic species,
ions, energy levels, transitions and opacity sources is concerned (there are no de-
fault opacities built in). The model atmosphere code is completed with Synspec, a
program for obtaining the formal solution (i.e. calculating the synthetic spectrum)
from a given model atmosphere.

The basic concepts, equations and numerical methods used are described in Hubeny
(1988). The new developments included in subsequent versions are described in
detail in Hubeny & Lanz (1992, 1995) and Hubeny et al. (1994). One of the most
important features of the new version of the program (v. 200) is that it allows for
a fully consistent, nlte metal line blanketing. Treatment of line blanketing is done
either by means of Opacity Distribution Functions (ODF) or Opacity Sampling (OS).

In order to construct realistic nlte model atmospheres for O-type stars, Lanz &
Hubeny (2003) included about 100000 individual atomic levels of over 40 ions of
H, He, C, N, O, Ne, Si, P, S, Fe and Ni in the calculation of their Ostar2002
grid. The levels are grouped into about 900 nlte superlevels. A total of 8000 lines
of the light elements and about 2 million lines of Fe iii-Fevi and Ni iii-Nivi are
accounted for in the calculations.

Tlusty and Synspec codes, the Ostar2002 grid and all the atomic data �les
used on it can be downloaded from http://tlusty.gsfc.nasa.gov. There is
also a very complete user's guide available.
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3.3 Quantitative spectral analysis: Fastwind

3.3.1 The application Fastwind

In this thesis, Fastwind is used to derive the stellar parameters and abundances of
O and early-B main sequence stars through the analysis of their optical spectrum.
Its fast performance makes it possible to create grids covering the required large
space of stellar parameters with low computational times. This advantage is also
valid to generate microgrids for the abundance analysis study (e.g. a total of up to
9-16 models are needed when the curve of growth method is used, see below).

Here, the main tasks concerning the use of Fastwind are described, together with
the steps that have to be followed for generating synthetic spectra to compare with
the observations.

Temperature structure

The establishment of the temperature strati�cation from a rigorous treatment of
radiative equilibrium is a very time-consuming process as the radiative equilibrium
equation is strongly coupled with the formulae governing the physics of the stellar
atmosphere (namely the hydrodynamic, statistical equilibrium and radiative transfer
equations). Following the fast performance philosophy of this code, the temperature
is not derived directly from the radiative equilibrium equation. The basic idea for
reducing the computational e�ort is decoupling the calculation of the temperature
strati�cation from the rest of the problem.

Originally, the code used an approximate T-strati�cation de�ned by the nlte-Hopf
functions (Santolaya-Rey et al. 1997). The three parameters that characterize these
functions, the so-called nlte-Hopf parameters (q0, q∞, γ), are included ad-hoc, with
the only requirement that the de�ned T-structure must conserve the total 
ux along
the atmosphere within an error ≤ 3 %. Above some point in the atmosphere, where
the temperature reaches a given fraction of the Teff , the temperature is held at this
�xed value, resulting in an isothermal wind. The nlte-Hopf parameters depend
mainly on Teff , log g and metallicity (Z) and are therefore di�erent for pure HHe
and line-blanketed models (as this is a 
ux conservative method, the correct amount
of line blanketing is "automatically" obtained if the nlte-Hopf parameters are se-
lected correctly). Usually they are estimated by a trial and error process based
on an initial grid of values determined from alternative model atmosphere codes
viz. Tlusty, atlas9, etc (note discussion is Santolaya-Rey et al. 1997, about
translation of plane parallel Hopf parameters to spherical dimensions).
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A very recent update of Fastwind (Puls et al. 2005) allows to calculate the tem-
perature structure self-consistently through a 
ux correction method in the lower
atmosphere and the thermal balance of electrons method (Kub�at et al. 1999) in the
outer one. The computational e�ort required by this method is somewhat higher
than the original one3, however three improvements justify it:

• Although the initial guess of the T-strati�cation still use the nlte-Hopf pa-
rameters, the method converges the model to a �nal temperature structure
that is independent on this initial guess. Therefore the �nal T-strati�cation is
now user-independent (note below comment on density structure).

• The 
ux is conserved better in this method (usually ≤ 1 %, see Table 3.1).

• The T-structure in the outer part of the atmosphere is now calculated. This
is particularly important for the ir-spectroscopy, since the ir is formed above
the stellar photosphere and depends critically on the run of Te in those regions,
where the �rst method is no longer applicable.

Figure 3.1 shows a comparison of the �nal T-structures resulting in both methods
along with the 
ux conservation reached. The initial guess of the temperature (i.e.
initial Hopf parameters) is the same for both models. The agreement between both
T-structures is fairly good for τR ≥ 10−2 (for the selected nlte - Hopf parameters),
however the 
ux conservation is better in the "temperature correction method".

Velocity law for the wind

Fastwind does not solve the hydrodynamic equations. Instead, the velocity law
for the wind (the outer expanding atmosphere) is speci�ed by a prescribed β-type
velocity law depending on two parameters, β and v∞:

v(r) = v∞ (1 − b/r)β (3.2)

The inner atmosphere (photosphere) is in pseudo-hydrostatic equilibrium, with a
velocity law following from the equation of continuity. Both parts are connected by
a smooth transitions in the sonic region (see Santolaya-Rey et al. 1997 for a detail
description of the hydrodynamics considered in Fastwind).

3A model with H, He, O and Si atoms considered explicitly takes ∼ 10 min when the
temperature structure is held fixed and ∼ 30 min when the temperature correction method is
activated.
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Figure 3.1 — Example of the final Fastwind T-structure for a model with Teff= 35000
K, log g= 4.0 and logQ = -13.5. (Upper panel) The initial (solid) T-stratification, defined
by the nlte - Hopf function, is modified to the final (dashed) structure. (Lower panel) The
flux conservation is better in the whole atmosphere when the temperature is self-consistently
calculated (red). The flux conservation for the case when the initial T-structure is not updated
is shown as a black curve.

The density strati�cation is derived from both velocity laws and the equation of
continuity, and it is highly dependent on the initial Hopf parameters, as the density
structure is not recalculated for the �nal convergence of the temperature structure.

Atomic models

Information concerning the physical state of the plasma in objects for which lte
is not valid can be extracted from spectra only if radiative and collisional rates for
atoms and ions are known. nlte model atoms for statistical equilibrium computa-
tions consist of a compilation of energy levels and radiative and collisional transition
data; spectrum synthesis demands accurate wavelengths, transition probabilities and
line-broadening data. Therefore, model atoms are included with a di�erent degree
of complexity in the various steps followed in a model atmosphere calculation.
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Hydrogen and helium are the most important atoms a�ecting the physical structure
of the stellar plasma, followed by the line blanketing e�ects due to metals. To cal-
culate an exact blanketed model atmosphere one should include both hydrogen and
helium atoms and the metallic species in detail (e.g. Tlusty and Cmfgen). This
implies that rate equations must be solved with the consideration of all radiative and
collisional transitions between levels of important ions, which is a very consuming
task. In order to save signi�cant computational e�ort, Fastwind considers an ap-
proximate treatment of the line blanketing/blocking e�ects. The code distinguishes
between explicit elements that are included in detail and can be synthesized later
when solving the formal solution, and background elements producing the line blan-
keting and whose occupation numbers are calculated by means of an approximate
solution of the nlte rate equations. Data for the background ions are taken from
Pauldrach et al. (2001; Wm-basic) and are provided in a �xed form. Lines of these
elements cannot be synthesized unless they are included explicitly.

Fine structure is accounted for in the formal solution, where a better sampling for
the frequency grid is considered, the occupation numbers are separated according
to their statistical weights and broadenings are speci�ed in detail. Obviously, the
formal solution can only be applied to levels that have been explicitly included (i.e.
the occupation numbers for these levels have previously been calculated).

An important characteristic of Fastwind concerning the treatment of model atoms
is that when one element is included explicitly, it is no longer considered as a back-
ground element. Therefore, if the detailed de�nition of the explicitly included ele-
ment is not the same than that used in the background (c.f. it considers a di�erent
number of ions) the line blanketing e�ects can be a�ected. Nevertheless, it is sup-
posed that the blanketing is principally produced by Fe and Fe-group elements, so
including C, N, O, Si, or Mg explicitly should not produce any e�ect (see Figure 3.2
and comment on Section §3.3.2).

The main advantage of the "approximate line blanketing" method is that the compu-
tational time required for the calculation of a nlte line blanketed model atmosphere
is reduced. For good cases, while running Tlusty or Cmfgen models for the Teff

and log g determination using the optical H-He line requires about 5 and 8 hours
respectively, Fastwind models only need ∼ 10 min. In Fastwind models only H
and He are required to be included explicitly, and since the statistical equilibrium
equations have only to be solved for the explicit elements, the computational time
is reduced. Moreover, for an abundance analysis, only the elements for which one
wants to synthesize lines (e.g. Si or O ) have to be included explicitly, along with
hydrogen and helium.
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Following the philosophy of the nlte, hydrostatic, plane-parallel line formation code
Detail (Butler & Giddings 1985), Fastwind is completely ”data driven”. The
code itself is independent of any speci�c data except for the implicit consideration of
the background elements producing the line blanketing. This allows for new model
atoms to be included and subsequently updated without complication. The atomic
models that have been considered for the Fastwind analyses presented in this
thesis are described below. Wavelengths and transition probability data for those
oxygen and silicon lines accounted for in the formal solution and used in the abun-
dance analysis of early B-type stars are summarized in Tables 5.1 and 5.2 (Chapter 5).

• Hydrogen and helium: The H and He model atoms (hereafter combined
as A10HHe) consist of 20 nlte levels for H i and He ii, and 49 nlte levels
for He i (Puls et al. 2005 and references therein). Hydrogen and helium lines
are a�ected by Stark broadening, so this is taken into account in the formal
solution. As optical lines from these ions are used for the Teff and log g
determination by means of a visual comparison of the synthetic and observed
pro�les (see Section §3.3.2), an accurate de�nition of the Stark broadening is
required.

• Oxygen: The oxygen model atoms now available for use with Fastwind
were introduced by Urbaneja (2004). Two versions for the oxygen model
atom have been used for our stellar abundance analyses. The original simpler
version (hereafter O23-3) is basically the O i-iv model by Becker & Butler
(1988, see Urbaneja 2004 for a more detailed description of this model and
the update cited below). Becker & Butler (1988) used data by Henry (1970)
for the O ii radiative bound-free transitions (rbf), and energy levels by Moore
(1971). M.A. Urbaneja updated this model in his thesis (hereafter O23-op),
including up to 60 levels for O iii and replacing the original rbf transitions by
the Opacity Project data for the lower ten levels. The energies of these
�rst 10 levels were changed to be consistent with the op data.

• Silicon: The original silicon model atom include the Si ii, Si iii and Si iv
ions with total number of nlte levels 34, 28 and 18 respectively. Trundle et al.
(2004) found that the initial 12-level Si ii model, described by Becker & Butler
(1990) produced severe discrepancies for the analyses of mid to late B-type
stars (B2 - B9) when comparing with Tlusty models. Therefore, this Si ii
model was replaced with a more complete 34-level ion and the discrepancies
disappeared. However for the stars studied in this thesis (with spectral types
earlier than B1), the Si ii ion is only a trace ion, so the initial Si ii-iv model
has been stripped down to a simpler Si iii-iv model (hereafter Si34).
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Fundamental stellar parameters

Several parameters can be varied to calculate di�erent models. These are the
usual ones, also used in the plane-parallel models: e�ective temperature, gravity,
microturbulence, helium abundance and metallicity (Teff , log g, ξt, ε(He) and Z
respectively), plus four additional parameters: the stellar radius, R, that accounts
for the sphericity, and the mass loss rate, the exponent of the velocity law and
the wind terminal velocity (Ṁ , β and v∞ respectively) that characterize the wind
properties. The parameter space can be reduced by considering that models with
the same wind-strength parameter, Q = Ṁ (Rv∞)−1.5 show almost identical wind
e�ects on the optical lines for a given β value (Puls et al. 1996). Finally, for the
abundance analysis, the abundances for the elements of interest must be indicated,
ε(X). The abundances for the metals that are not included explicitly are calculated
scaling the solar abundances from Grevesse & Sauval (1998) with the metallicity.

Generating grids of models and synthetic spectra

Once the atomic models have been selected one can proceed to generate grids
of models for the analyses. Each model is de�ned by a large number of parameters
(Teff , log g, ε(He), R, ξt, v∞, β, Ṁ , Z and ε(X) of the elements that are considered
explicitly), so creating a grid that covers the whole space of parameters implies a
highly computational e�ort. To reduce it, it is convenient to make some previous
assumptions concerning the grid needed. For example, as it has been mentioned
above, models with the same Q parameter show almost identical optical lines, and
as the analyses presented here are centered on these optical lines, then three param-
eters can be merged together (R, v∞ and Ṁ). The stars that will be analyzed with
this grid are Galactic stars, so the metallicity is �xed to a solar value. Finally, the
helium abundance will be �xed to a normal value (ε(He) = 0.09) and the parameter
β to 0.8 (Repolust et al. 2004). The resulting subgrid reduces the number of pa-
rameters that will be varied to Teff , log g, ξt, Q and ε(X).

At this point, the methodology separates in two di�erent steps, and each one needs
the calculation of di�erent grids:

1. The stellar parameters determination, based on the analysis of the optical H
and He i-ii lines.

2. The abundance analysis, based on the curve of growth method.

Both steps are described in following sections, along with the grids calculated in
each case.
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3.3.2 Stellar parameters determination: methodology

The technique used for the derivation of the stellar parameters in O and early B main
sequence stars is already standard and has been described elsewhere (viz. Herrero et
al. 2002, Repolust et al. 2004). The analyses are based on visual �tting of hydro-
gen Balmer lines and He i and He ii lines with synthetic lines previously convolved
with the corresponding broadening pro�les (namely instrumental and rotational pro-
�les, although traditionally the former may also include other extra-broadenings, like
the macroturbulence). Through the He i/He ii ionization equilibrium, the e�ective
temperature can be estimated; the wings of the upper Balmer lines (Hγ , Hδ) are
useful for the determination of the gravity. Information about the stellar wind is
mainly provided by Hα. It should be pointed out here that the di�erent parameters
and diagnostics are not independent and therefore some iteration is needed until a
consistent solution is found.

Once the observed lines are �tted with the modeled ones, e�ective temperature,
gravity, He abundance and log Q are determined. As mentioned by Villamariz &
Herrero (2000), the HHe spectra of OB dwarfs is only slightly in
uenced by the mi-
croturbulence and hence it is considered as an ad-hoc parameter (ξt∼ 0 - 10 km s−1)
in the stellar parameters determination. Note however that the adopted microturbu-
lence may not exactly coincide with the microturbulence derived from the abundance
analysis (see next section).

The code also provides for the corresponding model the emergent 
ux distribu-
tion and then mass, radius and luminosity can be calculated if Mv is known:

5 log
R

R¯
= 29.57 − (Mv − V ) (3.3)

log
L

L¯
= 2 log

R

R¯
+ 4 log

Teff

T¯
(3.4)

log
M

M¯
= 2 log

R

R¯
+ log

gtrue

g¯
(3.5)

where V is the integral of the stellar 
ux over λ, weighted by the V-�lter function
of Matthews & Sandage (1963), and gtrue accounts for the "centrifugal correction"
(see Repolust et al. 2004).



44 CHAPTER 3. Dealing with Stellar Atmosphere Codes

Errors in Teff and log g can be established generating a microgrid around central
values; visual comparisons between modeled lines and observations allow us to de-
termine the range of possible values for these parameters. Errors in R, M and L are
calculated considering the propagations of the uncertainties in Teff , log g and Mv.

Taking into account

y = log x σy = σlogx =
σx

x
loge (3.6)

and
a = b + c σ2

a = σ2
b + σ2

c (3.7)

the uncertainties for the radii, mass and luminosity are:

∆R

R
=

∆Mv

5 loge
(3.8)
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R
loge)2 + (4

∆T

T
loge)2 (3.9)
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M
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∆R

R
loge)2 + (∆log gtrue)2] (3.10)

where

Mv = mv − 5 logd + 5 − Av (3.11)

(∆Mv)2 = (∆mv)2 + (5
∆d

d
loge)2 + (∆Av)2 (3.12)

A grid of HHe blanketed models

Prior to creating a grid of blanketed models from which to determine the stellar
parameters, we should be sure that the "approximate line blanketing" method is
independent on the number of explicit elements considered. If the method works
properly then, as the stellar parameters are determined through the visual �tting of
the H , He i and He ii lines, only the hydrogen and helium model atoms must be
explicitly considered (reducing therefore the computational time required for each
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Figure 3.2 — Comparison of the effect of including oxygen and silicon as explicit elements
on the T-structure. Two cases are considered: Teff =30000 K and 40000 K (log g =4.0,
ε(He)= 0.09, logQ =-13.5). The agreement is almost perfect in the region where the diagnostic
lines are formed (-2 ≤ log τR ≤ 0).

model). Figure 3.2 shows the e�ect of the inclusion of oxygen and silicon as explicit
atoms over the temperature structure. Although there are some di�erences in the
outer part of the stellar atmosphere (log τR≥ -2.5), this discrepancy does not a�ect
the diagnostic H and He lines used for the stellar parameter determination. These
lines are formed below log τR∼ -2, where both T-structures are in almost perfect
agreement.

A grid of HHe Fastwind models covering the stellar parameter space summarized
below was calculated:

• Teff ε [ 28000, 40000 ] K with steps of 1000 K.

• log g ε [ 3.9, 4.1 ] dex with steps of 0.1 dex.

• ξt = 0, 5, 10 km s−1

• log Q = -13.5, -13.0

• ε(He) = 0.09

• Model atom: A10HHe
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To calculate this set of models, Fastwind requires a grid of Hopf parameters cov-
ering the same range of stellar parameters. Table 3.1 summarizes the grid of Hopf
parameters used along with the errors associated with the 
ux conservation when
the temperature correction method is used and when it is not activated. The im-
provement of the 
ux conservation when using the temperature correction method
is clear. Whilst for the original case these errors are between 1 -3 %, the T-correction
method improve this conservation to values < 1 %, independently on the initial set of
Hopf parameters (if these are not very far away from the converged solution). Note
that the density structure is calculated from the �rst temperature strati�cation, very
dependent on the initial set of Hopf parameters. Hence, if the Hopf parameters are
far away from the converged solution, the model may be erroneous even though the
error in the 
ux conservation reach very low values when the T-correction method
is applied.

3.3.3 Stellar abundances determination: methodology

There are two di�erent approaches to the abundance analysis in stellar objects. Com-
putation of a complete spectral interval in which all the observed lines are included
is called a synthesis4. This method is one of the few techniques that can be applied
when blending is severe. In the case of massive stars it is applied in fast rotators
(e.g. Villamariz et al. 2002), in UV studies (e.g. Bouret et al. 2003) or when the
spectral resolution is not good enough for resolving individual lines (for example,
in extragalactic studies beyond the Local Group, see Urbaneja et al. 2005a). This
method requires a correct broadening of the line pro�les. The second method, the
curve of growth, is based on the behavior of the line strength with an increase in the
chemical abundance of the absorber. A graph specifying the change in the equiva-
lent width of a line versus the element abundance is called a curve of growth.

Opposite to the synthesis method, the curve of growth method does not require
any knowledge of the exact rotational and macroturbulent broadening mechanisms
a�ecting the line pro�le, as it is based on the measurement of line equivalent widths.
This is not the case for the microturbulent broadening; microturbulence is a free pa-
rameter that was included in the stellar abundance analyses to solve the discrepancy
found in the line abundances derived from weak and strong lines. Its physical mean-
ing is supposed to be related with small scale turbulent motions of the stellar plasma
and a�ects mainly the strong lines close to saturation.

4When the synthetic spectrum is directly compared to the observed one, we call this the
direct synthesis method
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Teff log g log Q YHe q∞ q0 γ Max. flux err. (%)

Orig. T-corr.

28000 3.9 -14.00 0.10 1.21 0.31 1.30 3.7 0.38
29000 3.9 -14.00 0.10 1.19 0.34 1.30 3.0 0.41
30000 3.9 -14.00 0.10 1.18 0.37 1.30 2.4 0.43
31000 3.9 -14.00 0.10 1.18 0.39 1.46 1.7 0.56
32000 3.9 -14.00 0.10 1.17 0.42 1.62 1.6 0.64
33000 3.9 -14.00 0.10 1.15 0.44 1.90 2.4 0.76
34000 3.9 -14.00 0.10 1.10 0.45 2.30 2.9 1.04
35000 3.9 -14.00 0.10 1.05 0.47 2.70 2.8 0.97
36000 3.9 -14.00 0.10 1.01 0.48 3.26 3.3 1.11
37000 3.9 -14.00 0.10 0.97 0.49 3.82 3.6 0.92
38000 3.9 -14.00 0.10 0.94 0.49 4.36 3.8 0.85
39000 3.9 -14.00 0.10 0.92 0.50 4.88 4.2 0.83
40000 3.9 -14.00 0.10 0.90 0.50 5.40 4.0 0.76
28000 4.0 -14.00 0.10 1.21 0.31 1.30 3.4 0.37
29000 4.0 -14.00 0.10 1.19 0.34 1.30 3.4 0.38
30000 4.0 -14.00 0.10 1.18 0.37 1.30 3.0 0.39
31000 4.0 -14.00 0.10 1.18 0.39 1.46 2.5 0.46
32000 4.0 -14.00 0.10 1.17 0.42 1.62 2.1 0.57
33000 4.0 -14.00 0.10 1.15 0.44 1.90 1.6 0.70
34000 4.0 -14.00 0.10 1.10 0.45 2.30 1.6 0.87
35000 4.0 -14.00 0.10 1.05 0.47 2.70 1.5 0.94
36000 4.0 -14.00 0.10 1.01 0.48 3.26 2.7 1.10
37000 4.0 -14.00 0.10 0.97 0.49 3.82 2.5 1.04
38000 4.0 -14.00 0.10 0.94 0.49 4.36 2.7 0.90
39000 4.0 -14.00 0.10 0.92 0.50 4.88 3.2 0.85
40000 4.0 -14.00 0.10 0.90 0.50 5.40 3.2 0.84
28000 4.1 -14.00 0.10 1.21 0.31 1.30 3.6 0.36
29000 4.1 -14.00 0.10 1.19 0.34 1.30 3.8 0.36
30000 4.1 -14.00 0.10 1.18 0.37 1.30 3.4 0.36
31000 4.1 -14.00 0.10 1.18 0.39 1.46 3.2 0.41
32000 4.1 -14.00 0.10 1.17 0.42 1.62 2.9 0.50
33000 4.1 -14.00 0.10 1.15 0.44 1.90 2.5 0.64
34000 4.1 -14.00 0.10 1.10 0.45 2.30 2.5 0.69
35000 4.1 -14.00 0.10 1.05 0.47 2.70 2.6 0.85
36000 4.1 -14.00 0.10 1.01 0.48 3.26 2.5 0.89
37000 4.1 -14.00 0.10 0.97 0.49 3.82 2.6 0.85
38000 4.1 -14.00 0.10 0.94 0.49 4.36 2.1 1.05
39000 4.1 -14.00 0.10 0.92 0.50 4.88 2.1 0.93
40000 4.1 -14.00 0.10 0.90 0.50 5.40 2.4 0.93

Table 3.1 — Grid of Hopf – nlte parameters used for the grid of Fastwind models. Last
columns present the maximum error associated with the flux conservation for both ”original”
and ”temperature correction” cases.
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Figure 3.3 — Example of a curve of growth for the O iiλ4414 line in the star τ Sco
(HD149438). A grid of 16 models has been considered (4 microturbulences and 4 oxygen
abundances). The observed EW of the line and its uncertainty are plotted as horizontal lines.
Two examples of abundances (and their uncertainties) derived for microturbulences 7 and 9
km s−1 are plotted as vertical lines. See also Figures 3.4 and 3.5

In this thesis the curve of growth method will be applied for deriving stellar
abundances. Once the stellar parameters have been derived, a grid of Fastwind
models combining di�erent abundances and microturbulence values is calculated
(only the abundance for the studied element and the microturbulence are varied, the
remaining parameters are left �xed). In this way, the curves of growth for each line
can be constructed by plotting the theoretical equivalent width for each abundance
and microturbulence versus the abundance (see Figure 3.3). From the observed
equivalent width and its error, an abundance (and its uncertainty) can be derived
for each line and microturbulence. The individual line abundances are dependent on
the microturbulence, that a�ects more the strong lines than the weak ones. Figure
3.4 shows the log ε - EW diagrams for two di�erent microturbulences in the study
of HD 149438. The microturbulence value that minimizes the dependence of the
line abundances on the line strength in the log ε - EW diagrams (i.e produces a zero-
slope) will be the adopted microturbulence5.

5These diagrams can also be used as a diagnostic tool to check the reliability of the different
lines for the abundance determination (see Chapter 5).
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Figure 3.4 — Example of log ε -EW diagrams in the study of HD149438. A slope, its
uncertainty, and a mean abundance are derived for each microturbulence. See also Figure 3.5.

Figure 3.5 shows the dependence of the slope and the total abundance on the
microturbulence. Uncertainties in the microturbulence are obtained considering the
errors derived for the slope (due to errors in the individual line abundances). This
step also allows to estimate the contribution of the uncertainty in the microturbu-
lence to the the total oxygen abundance. This uncertainty depends mainly on the
quality of the spectra (in the example shown in Figure 3.5 this is ∼ 0.03 dex).

In the last step, abundance values for each line as well as their uncertainties are
calculated for the adopted microturbulence. The �nal abundance value is estimated
through a weighted mean of the linear individual line abundances (10 εi−12), and its
uncertainty (σw) is that associated with this mean6.

6 xw =
∑

(xi/σ2
i )/

∑
1/σ2

i σw = (
∑

1/σ2
i )−1/2
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Figure 3.5 — Third step in the determination of the abundance. The final microtur-
bulence and abundance are derived from the zero-slope. The uncertainty in the zero-slope
determination produce a certain uncertainty in the microturbulence which hence results in an
uncertainty in the final abundance. This uncertainty will be combined with those produced
by the other sources of error affecting the abundance determination (see text).
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The �nal uncertainty in the total abundance takes into account four di�erent
sources of errors: those associated with the statistical analysis, those derived from
the error in the determined microturbulence and �nally those referred to the uncer-
tainty in the stellar parameters and atomic data. All these sources of error are added
quadratically is that emerging the �nal abundance uncertainty (see Villamariz et al.
2002).

A grid of HHeOSi blanketed models for the abundance analysis

The abundance analysis by means of the curve of growth method requires a set of
models (combining di�erent values of microturbulence and abundance) for a given
set of stellar parameters. A grid of HHeOSi blanketed models for the abundance
analysis of B1 - O9 main sequence stars has been generated with the following char-
acteristics:

1. E�ective temperatures between 29000 and 36000 K with steps of 1000 K.
Three values for the log g: 3.8, 4.0 and 4.2. logQ = -13.5

2. Microturbulences: 1, 3, 5, 7, 9, 11 km s−1

3. Abundances: O: [ -3.50, -3.35, -3.20, -3.05] & Si: [ -4.85, -4.70, -4.55, -4.40]7

4. Model atom: A10HHeO23-3Si348

The �nal grid consists of �les with the EW of the di�erent oxygen and silicon lines
for the di�erent values of microturbulence and abundance (one �le for each set of
stellar parameters). The use of this grid is very easy: once the stellar parameters of
the target have been determined through the HHe analysis, and the observed oxygen
and silicon equivalent widths have been measured one only needs to proceed as it
has been speci�ed above with the appropriate set of modeled equivalent widths.

7Abundances are combined in pairs for each model, as it is assumed that the modeled
oxygen line equivalent widths are independent of the silicon abundance and vice versa.

8 This model atom combines the A10HHe, O23-3 and Si34 model atoms described above
(see Section §3.3.1)
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3.4 Modeling ionizing fluxes: Wm-basic

3.4.1 Using Wm-basic

The author of Wm-basic, Adi Pauldrach, has created an easy-to-use Windows in-
terface for running the code. This is distributed as freeware and can be downloaded
from the website http://www.usm.uni-muenchen.de/people/adi/adi.html.

The code produces the ionizing 
uxes and uv synthetic spectra (see Section §3.2).
The input of Wm-basic consists of the set of stellar parameters (Teff , log g, R,
ε(He) and Z). Based on the results of consistent calculations of the line force as
a function of the stellar parameters and abundances, an initial guess of the force
multiplier parameters (κ, α and δ) is automatically estimated. All this information
is used by the code to guess the wind parameters, Ṁ and v∞. This estimation of
the mass-loss rate and the terminal velocity is based on the approximate radiation
driven wind theory (Kudritzki et al. 1989).

Note that although the force multiplier parameters can be used as free parame-
ters, the actual values of κ, α and δ are constrained by the physics of the problem,
and cannot take arbitrary values. For example, α represents the slope of the cumu-
lative line force distribution function, which can actually be obtained at each point
once the problem has been solved. However, if necessary, values could be slightly
varied in order to reproduce known values of Ṁ and v∞.

The ionizing flux distribution

The emergent 
ux distribution predicted by Wm-basic is normalized to correspond
to the e�ective temperature at the photospheric radius. This means that although
the shape of the 
ux given in the output �le is that emerging from the "outside" of
the wind (Hν , typically at about 100 stellar radii), it is scaled as if it did emerge at a
stellar radius of 1. Therefore, the luminosity calculated from this emergent spectral
energy distribution sed is:

L =
∫

Lνdν = 16π2R2
?

∫
Hν

c

λ2
dλ (3.13)

and the number of ionizing photons for an ionic specie is de�ned by:

Q(X+i) =
∫ ∞

ν0

Lν

hν
dν = 16π2R2

?

∫ λ0

0

Hν

hλ
dλ (3.14)

where ν0 is the frequency of the ionization edge for the ion X+i.
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Figures 3.7 and 3.8 show the ionizing 
ux distributions for models with di�erent Teff

and a log g = 4.0 dex. The output of the codes Wm-basic and Fastwind have
been plotted for comparison. The Fastwind emergent 
ux in the f(uv) range is
the result of the approximated treatment of the line blanketing/blocking e�ects; on
the other hand, Wm-basic results in a more detailed emergent 
ux in this spectral
range, including all the strong and weak lines which produce the blocking of the
stellar emergent 
ux. A comparison between the emergent 
uxes and some other
tests for checking the consistency between both codes are presented in the next
section.

In the study presented in Chapter 7, the sed predicted by Wm-basic is used as
input of the photoionization code Cloudy. Usually, a photoionization code has
some prede�ned incident continua (e.g. blackbody), but there is also the possibility
to include an user de�ned incident continuum as input (e.g. the output from a
stellar atmosphere code). In this case, the shape and the intensity of the continuum
must be speci�ed as a table of points. The frequency grid used for de�ning the
stellar incident continuum is interpolated by the photoionization code to a prede-
�ned frequency grid (normally a mesh with nearly logarithmically increasing widths).
Therefore, two points must be taken into account for a correct link of the stellar
atmosphere output to the photoionization code input:

1. The ionization edges must be consistently located according with the �nal
interpolated grid used by the photoionization code (e.g. the hydrogen Lyman
jump must be located at 1 Ryd).

2. The interpolation between the original frequency mesh from the stellar code
and the �nal one considered by the photoionization code must be correctly
done (the 
ux integrals must be conserved).

The best way to account for the �rst point is to convert the frequency grid of the
stellar atmosphere sed to Rydbergs (Ryd). The second point is important when
using seds de�ned in a very detailed manner, like the ones predicted by Wm-basic
or Cmfgen. These codes produce very detailed emergent 
uxes accounting for the
blocking of a huge amount of lines and hence these have to be rebinned to the �nal
grid taking care of the conservation of the 
ux integrals:

F (xc) =
n2∑

i=n1

[ f(i + 1) + f(i) ][ x(i + 1)− x(i) ]
2x0

(3.15)
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where x0 = x(n2) { x(n1) and xc = 0.5 [ x(n2) + x(n1) ]. This interpolation will also
be used when comparing emergent 
uxes from di�erent codes producing frequency
sampling with di�erent steps.

xc
x(n )2x(n )1 x(i) x(i+1)

f(i)

f(i+1)

xo

Figure 3.6 — A detailed
emergent flux defined be-
tween the points x(n1) and
x(n2) can be rebinned to the
point xc by applying For-
mula 3.15. This procedure
conserves the flux integrals

3.4.2 A comparison between Fastwind and Wm-basic results

Since both codes Fastwind and Wm-basic will be used together for modeling spec-
tral energy distributions, it is important to be sure that both give coherent results.
The main comparisons regarding the combined use of Fastwind and Wm-basic in
this thesis are emphasized in this section (note a more extensive comparison between
both codes in Puls et al. 2005).

In Section §3.3.2 it has been shown that the radius of a star is determined from
its absolute visual magnitude and the modeled emergent 
ux passing through the
V-�lter. Therefore for consistency, both Fastwind and Wm-basic models must re-
sult in the same V-
uxes when the same stellar parameters are considered as input.
If this is correct, as the same radius, log g and Teff are used, the total luminosity and
mass consistency is automatically ful�lled. Table 3.2 shows the di�erences found
in the predicted V magnitude for a grid of Wm-basic9 { Fastwind models. The
agreement between both codes is very good, di�erences in the predicted V magni-
tudes are normally below 0.05, which results in di�erences in derived radii ≤ 3 %.

9The Wm-basic grid of models has been provided by Miriam Garćıa
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Teff (K) VFW VWM ∆V ∆R/R (%) ∆L/L (%) ∆M/M (%)

28000 -28.8316 -28.8081 -0.02 -1.1 -2.2 -2.2
30000 -28.9788 -29.0628 0.08 3.9 7.7 7.7
32000 -29.1243 -29.1820 0.06 2.7 5.3 5.3
34000 -29.2509 -29.3012 0.05 2.3 4.6 4.6
36000 -29.3603 -29.3592 -0.00 -0.1 -0.1 -0.1
38000 -29.4431 -29.4938 0.05 2.3 4.7 4.7
40000 -29.5142 -29.5264 0.01 0.6 1.1 1.1
42000 -29.5828 -29.5794 -0.00 -0.2 -0.3 -0.3
44000 -29.6437 -29.6555 0.01 0.5 1.1 1.1
46000 -29.6981 -29.6894 -0.01 -0.4 -0.8 -0.8

Table 3.2 — Comparison of V synthetic magnitudes predicted by Fastwind and Wm-basic

in models with different effective temperatures, log g =4.0 dex, v∞=2300 km s−1, Ṁ =0.1 x
10−6 M¯yr−1 and R =9 R¯. The same parameters have been considered in both calculations.
Note that differences in the predicted V produce deviations in the inferred radii, luminosities
and masses.

To compare ionizing 
uxes and calculate Q(X+i), formula 3.15 has been applied
for rebinning the Wm-basic spectral energy distributions to the wavelength grid
considered in Fastwind. Figures 3.7 and 3.8 show the ionizing emergent 
uxes
predicted by Fastwind and Wm-basic for some of the models summarized in Ta-
ble 3.2. These plots are accompanied with a comparison of the number of ionizing
photons for various ionic species resulting from both seds.

The �rst order approach to de�ne the emergent ionizing 
ux distribution is the
measurement of the total number of hydrogen ionizing photons. For the second
order approach, the measurement of the total number of He0 ionizing photons is
also required. These are two important quantities that de�ne the physical properties
and ionization structure of an H ii region (along with the density distribution of the
nebular material). For example, in a ionization bounded nebula, its total LHα and
size will depend on the total Q(H0) associated with the ionizing stars and the neb-
ular density. Finally, the exact ionization structure of the various ionic species will
depend on these two quantities and the detailed emergent 
ux distribution (again
the nebular density distribution is important).

From the visual comparison of emergent 
uxes, the agreement is quite good be-
tween both Fastwind and Wm-basic models, except for some strong absorption
and emission features not considered in Fastwind and the spectral range below
350 �A in the highest Teff cases (as mention by Puls et al. 2005). The diagrams
showing the comparison of number of ionizing photons for various ionic species bet-
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ter show the discrepancies between both seds. These are the main conclusions of
this comparison:

• The agreement is quite good (with di�erences < 10 %) for Q(H0), Q(O0),
Q(N0), Q(S+) and Q(Cl+), showing that both seds are fairly similar between
H and He i Lyman jumps (504 - 912 �A). In some cases Fastwind predicted
Q(S+) and Q(Cl+) departure from Wm-basic results, due to the presence of
absorption features not considered in Fastwind models.

• For Q(He0), the agreement is also good, however there are some cases in
which the discrepancy is larger than 10%. These are related to the presence
of a strong absorption line close to the He i Lyman jump, again not considered
in Fastwind.

• For the other ions with ionization energies above that of He0, the results are
dependent on the di�erent slope predicted by both codes between 212 and
500 �A, and/or the absorption and re-emission features which are missing in
the mean opacity approach used in Fastwind.

• Finally, the major discrepancy is found below the He+ edge.

Therefore, it can be concluded that the consistency between both codes, Fastwind
and Wm-basic is quite good in terms of predicted V magnitudes and total number
of hydrogen ionizing photons, however the shape of the sed may be quite di�erent
for certain cases. The presence of strong absorption and re-emission features in this
spectral range may also a�ect the number of ionizing photons for certain ions. These
discrepancies are related to the approximations used in the model calculation itself
or to the e�ect of the opacity sources considered (i.e. the amount of lines producing
the line blocking). Some possible explanations for the discrepancies found between
Fastwind and Wm-basic spectral energy distributions have been discussed by Puls
et al. (2005). At this point it is important to remark that Fastwind has not been
developed for the analysis of the (E)UV spectral range.

How important are these di�erences in terms of the ionization of the surround-
ing interstellar medium? Can the study of H ii regions help to discriminate between
the predictions of the various stellar atmosphere codes? A longstanding idea is to
test the atmospheres of hot stars using nebular lines, and this would be better per-
formed by studying well de�ned situations. To this aim, in Chapter 7 a detailed
study of the Galactic H ii region M43 and its ionizing star is presented.
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Figure 3.7 — (Left) seds predicted by Wm-basic (black) and Fastwind (red). For a
meaningful comparison, Wm-basic spectral energy distributions have been rebinned to the
wavelength grid considered in Fastwind (blue). From top to bottom, Teff =28000, 30000,
32000, 34000 K. The other stellar parameters are shown in Table 3.2. (Right) Comparison
of number of ionizing photons for various ionic species whose abundance can be derived from
optical spectra of an H ii region. Arrows show that the relative difference is above/below 40%.
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Figure 3.8 — Same than 3.7. From top to bottom, Teff =36000, 38000, 40000, 42000 K.
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3.5 General analysis strategy

We can now de�ne the general strategy that will be followed in this thesis for the
stellar analyses.

Fastwind and Wm-basic will mainly be used for the analyses. The stellar pa-
rameters will be determined by means of a visual �tting of the Fastwind synthetic
H , He i-ii lines to the observed ones. Previously, the rotational broadening has to
be determined from the observed spectra. For these analyses a grid of line-blanketed
HHe models will be used (see Section §3.3.2) and the synthetic spectra will be con-
volved with the corresponding instrumental and rotational pro�les depending on the
spectrum. Uncertainties on the stellar parameters will be estimated again through a
visual comparison of the observed spectra with models close to the best one. Finally,
radii, masses and luminosities will be calculated, as well as their uncertainties.

In §3.4.2 we have shown that Fastwind and Wm-basic models are consistent
in terms of predicted V magnitudes and total number of hydrogen ionizing photons.
Fastwind allows us to determine the spectral parameters from the optical spectra,
but the modeled ionizing 
ux distribution is approximated and probably not very
reliable. Wm-basic gives more precise and detailed ionizing 
ux distributions but no
reliable optical lines are calculated, so the stellar parameters calculated previously
with Fastwind (Teff , log g, ε(He), Z and R) will be used as input for Wm-basic
models.

The modeled ionizing 
ux distributions will be used as input for the photoioniza-
tion code Cloudy (see Chapter 4). The sampling of the ionizing 
ux distributions
will be normally more precise than what is required for Cloudy so they must be
adapted to the Cloudy frequency grid (see Section §3.4.1)

Once the stellar parameters of a star have been determined, if we want to pro-
ceed to the abundance analysis, a microgrid will be constructed for these stellar
parameters varying the element abundance and the microturbulence. In this case,
the atomic models of the elements we want to study must be included explicitly,
as well as the information for the formal solution. With the theoretical equivalent
widths we will construct the curves of growth and follow the methodology presented
in Section §3.3.3 to obtain the stellar abundances of the various elements.





CHAPTER

FOUR

NEBULAR SPECTROSCOPIC STUDIES

A brief introduction to some of the nebular methods to derive the physical conditions

and abundances of ionized nebulae is presented.

Some ideas about the photoionization code Cloudy and the methodology that will be

followed for the study of the Galactic H ii region M43, developed in Chapter 7 are also

presented.

4.1 Introduction

The interpretation of spectroscopic observations of H ii regions can address
many fundamental questions in Astrophysics. For instance, H ii regions can

provide information about the present-day chemical abundances of the galactic re-
gions where they are located. The spectra of H ii regions are dominated by emission
lines that are sensitive to details of the emitting gas and the properties of the ion-
izing stellar population. Therefore the emission line spectrum of these nebulae can
be used to characterize the associated underlying massive stellar population in those
cases where it cannot be well resolved. In addition, since the physical conditions
in these photoionized nebulae are governed by a number of atomic processes, they
provide a natural laboratory to test atomic physics theories.

61
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This chapter is structured in two main parts. In the �rst part (Sections §§4.2 and
4.3), a brief introduction to some of the nebular methods used to derive the phys-
ical conditions and abundances of ionized nebulae is presented. These are fairly
well understood and explained in several textbooks (viz. Osterbrock 1989). These
textbooks, along with the excellent reviews by Ferland (2003) and Stasi�nska (2004)
have been mostly used to this aim. The second part (Section §§4.5) is devoted to
present some ideas about the photoionization code Cloudy and the methodology
that will be followed for the study of the Galactic H ii region M43, developed in
Chapter 7.

4.2 Physical conditions of H ii regions

A H ii region is an ionized cloud of gas formed around one or more massive stars.
Energetic photons of OB-type stars ionize the gas, which is heated by the residual
kinetic energy of the photoelectrons. The photoelectrons collide with ions and cause
internal excitations, which decay to produce collisionally excited emission lines (e.g.
[O iii] λ5007, [N ii] λ6584, [S ii] λ6716) and cooling of the gas. The electrons even-
tually recombine with ions. The degree of ionization at each point in the nebula is
�xed by the equilibrium between photoionization and recapture. In the recombina-
tion process, recaptures can occur to excited levels, and excited atoms thus formed
then decay to lower and lower levels by radiative transitions, eventually ending in
the ground level. Recombination lines are formed during this process. Note that,
for example, the recombination of H + gives rise to excited atoms of H 0 and hence
leads to the emission of the H i spectrum (likewise, He + recombines and emits the
He i spectrum).

Energy conservation sets the spectrum of a photoionized gas. Energy from the
stellar continuum is reprocessed into other forms of light. The heating rate is af-
fected by gas temperature and the shape of the ionizing radiation �eld. Thermal
losses occur through recombination, free-free radiation and emission of collisionally
excited lines (being this last one the dominant process). Both heating and cooling
rates have nearly the same density dependence, which implies that the temperature
will not strongly depend on density. The equilibrium temperature will be determined
by a mix of ingredients across a real nebula.

Electron temperature (Te) is expected to be usually rather uniform in nebulae. Its
variations are mostly determined by the mean energy of the absorbed stellar photons
and by the populations of the main cooling ions.
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The nebular geometries result from the structure of the parent molecular cloud.
The morphology of H ii regions is normally rather complex on all scales. Typical
hydrogen densities N(H) are 103 - 104 cm−3 for compact H ii regions. In the case
of extragalactic H ii regions, the hydrogen average densities are lower, tipically 102

cm−3 since giant H ii regions encompass also zones of di�use material.

Temperature and density measurements from emission lines

Ions of p2 electronic con�guration, of which O ++ and N + are the best examples,
have energy level structures that result in emission lines from two di�erent upper
levels with considerably di�erent excitation energies occurring in the optical wave-
length region. It is clear that the relative rates of the corresponding lines depend very
strongly on Te, so these lines ratios may be used to measure the electron temperature
(Te). Examples of line ratios used to derive the Te are [O iii] (λ4959 + λ5007)/λ4363
and [N ii] (λ6584 + λ6583)/λ5755.

The electron density in a nebula may be measured by observing the e�ects of colli-
sional de-excitation. This can be done by comparing the intensities of two lines of the
same ion (as for O + and S +, with p3 electronic con�guration), emitted by di�erent
levels with nearly the same excitation energy so that the relative excitation rates of
the two levels depend only on the ratio of collisional strengths. If the two levels have
di�erent radiative transition probabilities or di�erent collisional de-excitation rates,
the relative populations of the two levels will depend on the density, and the ratio
of intensities of the lines they emit will likewise depend on the density. The best
examples are [O ii] λ3729/λ3726 and [S ii] λ6716/λ6731.

4.3 Nebular abundances

Abundances of metals with respect to hydrogen are mostly derived using the inten-
sity ratio of collisionally excited lines (cel) with respect to Hβ . The intensity ratios
of optical and ultraviolet collisional lines are strongly dependent on electron tem-
perature. These lines are among the strongest in the spectrum, owing to the large
impact cross section. The challenge here is to have a good estimate of the electron
temperature because the emission of a collisionally excited line is proportional to the
product T−1/2exp(-χ/kT), where χ is the di�erence in excitation potential of the
upper and lower levels of the transition.

On the other hand, the intensity ratios of recombination lines (rl) are almost in-
dependent of temperature. Therefore, ratios of recombination lines are capable
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of determining with great accuracy abundances that are nearly independent of the
physical conditions along a line of sight. Because the strengths of recombination
lines are proportional to their abundances, hydrogen and helium are the only ele-
ments common enough to produce prominent recombination lines. However, with
very deep spectroscopy, it is now possible to distinguish very faint recombination
lines produced by the heavy elements (see e.g. Esteban et al. 2004).

It has been known for several decades that abundances measured by recombina-
tion lines are systematically larger than those deduced from forbidden lines. This is
not a small problem; the deduced abundances can vary from 0.3 dex to more than
1 dex for planetary nebulae and about 0.10 - 0.30 dex for H ii regions. The expla-
nations most often invoked are: temperature 
uctuations, incorrect atomic data,

uorescence excitation, upward bias in the measurement of weak line intensities,
blending with other lines, abundance inhomogeneities. Non of them is completely
satisfactory, some are now de�nitely abandoned. Recent discussions and reviews
about this problem can be found in Stasi�nska (2002), Liu (2002, 2003), Esteban
(2002) and Torres-Peimbert & Peimbert (2003).

The gas-phase nebular abundances of certain elements can be a�ected by deple-
tion onto dust grains (viz. Si, Fe, C, Mg, O). Therefore analyses of the emission of
line spectrum only provide lower limits for the abundance of these elements.

4.4 Total Hα luminosity and Hα surface brightness distribution

The total Hα luminosity and the Hα surface brightness distribution are two important
constraints in the modeling of H ii regions. In an ionization bounded nebula com-
posed by pure hydrogen, the total number of recombinations per unit time balances
the total number of ionizing photons emitted by the star per unit time, or during
recombination to the ground level. During the recombination process captures to
the excited levels decay to lower levels by radiative transitions. Therefore the total
luminosity in i.e. Hα line is a direct measure of Q(H0). If the nebula is density
bounded, part of the ionizing continuum emerging from the stars will escape from
the nebula and the total Hα luminosity will be smaller. At �rst approximation:

LHα ≤ ε(Hα)
αB(H0, Te)

Q(H0) (4.1)

where αB is the H recombination coe�cient to the excited states (case B), Te

represents an average electron temperature of the nebula and ε(Hα) is the emission
coe�cient of Hα.
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The surface brightness in a recombination line is given by:

S(line) =
∫

(
jline

NeNion
)NeNion dl (4.2)

where the term in braces is the e�ective recombination coe�cient for a line. This
coe�cient is determined by the atomic physics that describes the capture of an elec-
tron by an ion and its subsequent cascade to the ground state. It is a weak function
of density, and has a roughly T−1 dependence on temperature (see Osterbrock 1989).

For the case of a H i recombination line, since Ne∼N(H +) = NH, equation 4.2
can be written as:

S(H I) =
∫

(
jH I

NeNion
)N2

H dl (4.3)

Therefore, the surface brightness distribution in a H i recombination line (i.e. Hα)
is mainly characterized by the hydrogen density distribution of the ionized nebular
gas.

By assuming a nebula with spherical geometry, it is possible to determine the radial
density law that would reproduce the Hα surface brightness pro�le. The way to do
this is to assume a hydrogen radial density distribution, NH(r), and to apply the
following equation:

SHα(x) = 2
ymax∑

y=0

(
jHα

NeNion
) N2

H(rx,y)∆y (4.4)

where x is the projected distance from the ionizing source, rx,y =
√

x2 + y2, ∆y is
the integration step along the y-axis; and ymax(x) =

√
Rmax − x2. The meaning

of these quantities are better illustrated in Figure 4.1. By trial and error one can
�nd the hydrogen density distribution that is a better �t to the observed Hα surface
brightness pro�le.

4.5 A nebular photoionization code: Cloudy

Photoionization codes are built to take into account all the major physical processes
that govern the ionization and temperature structure of nebulae. The most popular
one is Cloudy developed by G. K. Ferland and collaborators. Cloudy is a large-
scale spectral synthesis code designed to simulate fully physical conditions within an
astronomical plasma and then predict the emitted spectrum. This photoionization
code was born in August 1978 and it has been in continous evolution and improve-
ment since then. The code is distributed as freeware and can be downloaded from
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Figure 4.1 — This figure illustrates the meaning of the quantities used in Equation 4.4

the website http://www.nublado.org. The most recent version of Cloudy is
C05.07.06 (released 2005 Jul 08). In this thesis a previous version (v.96.01) has
been used.

The computational methods, along with the characteristics of the code are described
in Ferland et al. (1998) and the three volume documentation that accompanies the
source code Hazy, a Brief introduction to Cloudy 96. The calculation is explicitly
one dimensional, with results depending only on the depth coordinate.

4.5.1 Input for Cloudy

Only a few parameters need to be speci�ed to predict the full spectrum of a pho-
toionized cloud: the shape of the radiation �eld emitted by the central object, the

ux of photons striking the illuminated face of the cloud, the cloud's density (and
how it varies with depth), and the gas chemical composition. In return, the full
spectrum, with the continuum over a broad range of wavelengths, and the intensi-
ties of about one hundred of emission lines are predicted.
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Characterizing the ionizing source

The spectral energy distribution of the ionizing source is de�ned by two quanti-
ties, its shape and its intensity. The shape of this energy distribution in a real star is
mainly de�ned by its Teff , log g and metallicity, although may also be dependent on
the wind characteristics. Since the ionizing spectral range of the sed is not directly
observable, models are used, and hence the predicted shape is also dependent on the
characteristics of the stellar atmosphere models (e.g. models with or without the
consideration of line blanketing e�ects predict di�erent emergent ionizing 
uxes).
The intensity of the spectral energy distribution emerging from the star mainly de-
pends on the stellar radius and e�ective temperature of the star (i.e. its luminosity).

The continuum shape should be speci�ed between energies of 1.001 x 10−8 Ryd
and 7.354 x 106 Ryd (≈ 100 MeV). There are several Cloudy commands to specify
this continuum shape (e.g. black body t=4.6 refers to a continuum de�ned by
a blackbody with T = 40000 K). Cloudy also o�ers the possibility of entering the
continuum as a table of points using the command interpolate. Cloudy inter-
polates upon this table using straight lines in log - log space. This option will be used
in this thesis, since the shape of the ionizing continuum will be previously calculated
using stellar atmosphere codes. In Chapter 3 (Section §3.4.1) it was indicated how
the original frequency grid used by the stellar atmosphere models to describe the
sed is adapted for a correct link to the photoionization code input. This takes into
account the discontinuities at the ionization threshold for the H 0 and He 0 and the
conservation of the 
ux integrals.

Geometry and density distribution of nebular gas

Both the geometry and the density distribution are important physical properties
of the H ii regions that cannot be directly inferred from the observations. The 3D
geometries of the nebulae are projected into the plane of the sky, resulting in ap-
parent 2D geometries. On the other hand, only a mean density associated with the
part of the nebula that is seen through the slit can be derived when a spectroscopic
density indicator (e.g. Ne[S ii]) is used.

In Cloudy, the geometry is always spherical, but can be changed to e�ectively
plane parallel by making the inner radius much larger than the thickness of the cloud.

Many di�erent density distributions can be computed with Cloudy. Density is
speci�ed in Cloudy by indicating how the hydrogen density changes with radius or
depth.



68 CHAPTER 4. Nebular spectroscopic studies

Some interesting de�nitions related to the geometry and density distribution descrip-
tion of the nebular gas are presented below:

Density bounded nebula: The nebula is said to be density or matter bounded
if the outer limit to the emission-line region is marked by the outer edge of
the cloud.

Radiation bounded nebula: The nebula is said to be radiation bounded if the
outer limit to the emission-line region is de�ned by a hydrogen ionization front,
so both warm ionized and cold neutral regions exist. All the ionizing photons
emitted by the ionizing source are absorbed inside the nebula. Therefore the
intensity or luminosity of a recombination line is set by the luminosity of the
ionizing continuum, with relatively little dependence on cloud properties.

Filling factor (ε): The de�nition of this quantity is based on the idealization of
the H ii regions as containing small clumps of high density material which
occupy a fraction ε of the total volume of the H ii region, and which are sur-
rounded by low density material whose contribution to the measured emission
of the H ii regions is negligible (Osterbrock 1989).

Covering factor (cf): This quantity is de�ned as the fraction of 4π sr covered
by gas, as viewed from the central source of ionizing radiation.

Gas composition and dust grains

Abundances must be speci�ed by number relative to hydrogen. These are gas-
phase abundances, and do not include material locked onto dust grains.

Cloudy also allows for the inclusion of dust grains. This only a�ects the physics of
the nebula but it doesn't either produce depletion of the included nebular gas-phase
abundances nor reddening of the predicted intensity lines.

4.5.2 Comparing the output of Cloudy models with the observa-
tional constraints

One of the possibilities o�ered by Cloudy is to show the volume emissivity of up to
100 emission lines as function of depth into the cloud, ε(r). Integrating these emis-
sivities over the volume of the ionized plasma, the total luminosities can be derived
(actually this can also be one output in Cloudy). However when the H ii region
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is spatially resolved, and the aperture used to obtain the observed spectrum (i.e. a
�ber or a slit) is smaller than the actual size of the nebula, an aperture correction
must be applied to Cloudy results.

This is the case for the study of M43 that will be presented in Chapter 7. We
count with �ve slit sections (with sizes that are smaller than the apparent size of
the nebula) located at di�erent angular distances from the ionizing star in the plane
of the sky.

We have developed an idl procedure to calculate, from the output of Cloudy,
quantities directly comparable with the observational spectroscopic constraints. Ba-
sically it computes the predicted surface brightness pro�les for the di�erent lines by
applying the formula:

SB(x) = 2
ymax∑

y=0

ε(rx,y)∆y (4.5)

where ε(r) is the volume emissivity (erg cm−3 s−1) of the corresponding line at a
distance r to the ionizing source and x and y are given in cm. Note that rx,y, ∆y
and ymax(x) have the same meaning as in Equation 4.4.

Let's assume that (I1/I2) is the intensity ratio of two lines corresponding to a
certain slit section whose center is located at an angular distance α (in arcsec) to
the star. This quantity can be directly compared with the SB1(x)/SB2(x) ratio.
Note that �rst one has to assume a certain distance to the nebula (d) to transform
angular distances to linear distances. This can be done by applying the following
equation:

x(cm) = α(arcsec)
d(pc)

206265
3.086 × 1018 (4.6)





CHAPTER

FIVE

STELLAR ABUNDANCES IN B0.5V STARS

Pon a cocer las lentejas
(que habrás puesto en remojo en la vispera)

en agua con sal y un chorrito de aceite de oliva
junto con un cebolla y una zanahoria

Ensalada de lentejas - Arguiñano -

Quantitative stellar spectroscopy of B-type stars has been increasingly used to in-

vestigate the chemical composition of our own Galaxy, other galaxies in the Local Group

and even beyond. Some work has been devoted to study the coherence of results from

these stellar analyses and those from nebular spectroscopic studies. However, until now

it has not been consistently done in the same stellar forming region. This will be ad-

dressed in Chapter 6 for the case of the Trapezium cluster stars inside the Orion nebula.

Previously, in this chapter τ Sco — a B0.2V star with a very low v sin i — is used as a

benchmark test for the abundance analyses of early B-type stars with the stellar atmo-

sphere code Fastwind. A comparison between oxygen abundances derived using three

different codes (Fastwind, Cmfgen, and Tlusty) is also presented in this chapter.

5.1 Introduction

As a result of their properties, the advent of medium and large size telescopes,
and the development of stellar atmosphere codes for massive stars, quantitative

spectroscopy of B-type stars has been increasingly used to investigate the present day

71
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abundance patterns of our own Galaxy (e.g. Gies & Lambert 1992, Gummersbach
et al. 1998, McErlean et al. 1999, Rolleston et al. 2000, Da
on & Cunha 2004),
other Local Group galaxies like the Magellanic Clouds (Lennon et al. 1991, Dufton
et al. 2000, Korn et al. 2002, Trundle et al. 2004), M33 and M31 (Monteverde
et al. 1997, 1998, 2000, Smartt et al. 2001b, Trundle et al. 2002, Urbaneja et al.
2005b), and even galaxies beyond the Local Group (Urbaneja et al. 2003, 2005a).

Many are the advantages that make these stars very useful to address a number
of astrophysical problems (see review by Herrero 2003). As a direct consequence
of their high luminosities, they can be observed in distant regions of the Galaxy
and nearby galaxies; their spectra show many | however, well separated | C, N,
O, Si, Mg, S, Al and Fe photospheric metal lines and hence are perfect targets for
stellar abundance analyses. Photospheres of B main sequence stars are not normally
contaminated by core-processed material so their derived stellar abundances can be
compared directly with those from H ii regions. Finally, B-type supergiants may
exhibit modi�ed surface abundances caused by CNO-cycled material reaching the
surface due to mixing and mass loss processes, and hence they are a key test of
stellar evolution models.

A reliable determination of absolute stellar abundances is based on a correct de-
termination of the physical conditions in the region of the stellar atmosphere where
the lines are formed along with the emergent stellar 
ux going through these layers.
A correct de�nition of the model atoms is also needed. Absolute abundances may
contain systematic errors due to uncertainties in the atmospheric parameters and
atomic data, or because of simpli�cations in the model atmosphere analysis (e.g.
the assumption of lte). To minimize these errors di�erential analyses are performed
with respect to a star with similar spectral type and luminosity class (e.g. Smartt et
al. 1996, Monteverde et al. 2000). However, as suggested by Korn et al. (2002),
systematic errors are arguably more important than the random ones at the current
level of accuracy reached for the stellar abundance studies.

In this chapter τ Sco | a B0.2V star with a very low v sin i | is used as a bench-
mark test for the oxygen and silicon absolute abundance analyses of early B-type
stars with the stellar atmosphere code Fastwind. This study will be able to address
di�erent tasks:

• To establish a suitable set of oxygen and silicon lines for the stellar abundance
analysis of early B-type stars.
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• To check the reliability of the oxygen and silicon model atoms used for the
analyses.

• To identify common problems associated with the determination of stellar
abundances by means of the curve of growth method.

• To study the e�ect of the uncertainties in the derived stellar parameters over
the �nal abundances.

The results presented in this chapter, will lay the foundations for the abundance
analysis of the Trapezium cluster stars inside the Orion nebula. In the forthcom-
ing chapter a detailed study of the Orion stars, along with a consistent comparison
of abundances derived through both stellar and nebular methodologies will be pre-
sented.

This chapter is structured as follows: In Section §5.2, the spectrum of τ Sco is
used for the identi�cation of the O ii and Si iii-iv lines present in the spectra of
early B-type stars. The oxygen abundance analysis is performed in Section §5.3,
where the detailed analysis by multiplets approach is also presented and how it
can help to identify problems with the model atoms. A comparison of results from
the oxygen abundance analysis by means of three commonly used stellar atmosphere
codes (Fastwind, Cmfgen, and Tlusty) is presented in Section §5.3.4. The
silicon abundance analysis is performed in Section §5.4. Finally, the summary and
the conclusions are presented in Section §5.5

5.2 Line identification and measurement of equivalent widths

As indicated in Chapter 3 (§3.3.3), stellar abundances can be derived following two
di�erent approaches: spectral synthesis and the curve of growth method. This sec-
ond approach has been widely used in the abundance analysis of early type stars
through their optical spectra. For the application of this methodology, the stellar
spectra must have enough good quality and low v sin i to make sure that the lines
do not led to blending problems and it is possible to measure the equivalent width
of the metal lines accurately. This is not always feasible but, if it is possible, it is
worth to use this method because the reliability of the derived abundances is better,
as intrinsic uncertainties can be systematically controlled.

When this methodology is used it is important to correctly identify the lines that
are going to be used and to remove all the lines whose equivalent widths can be
a�ected by the presence of lines of other elements. The caspec spectrum of τ Sco
(Figure 5.1; see Chapter 2 for a description of its characteristics) has been used
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for the identi�cation of the O ii and Si iii-iv lines present in the spectra of early
B-type stars. For the line identi�cation, the nist Atomic Spectra Database (v.3.0)
has been used. The whole set of lines, divided into multiplets, is shown in Tables
5.1 and 5.2. Their log gf values (basically taken from nist database) and some
comments on the possibility of blending are also summarized in those tables1.

To measure the equivalent widths we use our own software developed in idl. A
least squares pro�le �tting procedure was used, with Gaussian pro�les �tting the
line and polynomials of degree one to �t the local continuum. Errors in the mea-
surements due to the uncertainty in the position of the local continuum (estimated
as ±1/SNR, Villamariz et al. 2002) have also been considered. Equivalent widths
of all the lines listed in Tables 5.1 and 5.2 have been measured for τ Sco (see Tables
5.3 and 5.6, respectively). The estimated value of the uncertainty in the measure-
ment of the EWs is ∼5 mÅ and ∼10 mÅ for some problematic lines.

Configurations Terms Label λ (Å) log gf Notes

3s 4s - 3s 4p 3S-3P0 Si iii 4552 4552.622 0.292
Si iii 4567 4567.840 0.070
Si iii 4574 4574.757 -0.406

3s 4d - 3s 5f 1D-1F0 Si iii 4716 4716.654 0.491 Weak

3s 4f - 3s 5g 3F0-3G Si iii 4813 4813.33 0.823 Weak
Si iii 4819 4819.72 0.938 Weak
Si iii 4829 4828.88 0.071 Weak

4s - 4p 2S-2P0 Si iv 4089 4088.862 0.194 + O ii
Si iv 4116 4116.104 -0.106

5d - 6f 2D-2F0 Si iv 4212 4212.396 0.380
4212.414 0.562

5f - 6g 2F0-2G Si iv 4631 4631.241 1.216 + N ii

5g - 6h 2G-2H0 Si iv 4654 4654.323 1.479

5f - 6d 2F0-2G Si iv 4950 4950.111 -0.129 Very weak

Table 5.1 — Preliminary set of Si iii-iv lines selected for the analysis, divided by multiplets.
Lines have been identified cross-correlating the line list from the nist Atomic Spectra Database
with the spectrum of the low v sin i star τ Sco. Possible blends with lines from other species
are identified with a ’+’. log gf values are from the nist database. These values have been
considered for the formal solution in Fastwind models.

1Oxygen lines located in the wings of Balmer lines have not been included in Table 5.2.
The measurement of the equivalent widths of these lines is complicated and therefore they are
useless for their application in the curve of growth method.
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Figure 5.1 — Blue caspec spectrum of τ Sco. The oxygen and silicon lines used for the

abundance analysis are indicated. Note that the spectral region between 4000 and 4110 Å —
where the O iiλλ 4069, 4072, 4075, 4078 lines are located — has worse quality than the rest
of the spectrum.
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Terms NIST Label λ (Å) log gf Notes

2s2 2p2 (3P) 3s - 2s2 2p2 (3P) 3p

4P-4D0 64 O ii 4638 4638.856 -0.332 + C ii + Si iii
O ii 4641 4641.810 0.055 + N iii
O ii 4650 4649.135 0.308 x C iii (if v sin i high)
O ii 4651 4650.638 -0.362 x C iii
O ii 4661 4661.632 -0.278
O ii 4673 4673.733 -1.090 + C iii
O ii 4676 4676.235 -0.394
O ii 4696 4696.352 -1.380 Very weak

4P-4P0 65 O ii 4317 4317.139 -0.386 + C ii
4317.696 -0.142

O ii 4319 4319.630 -0.380 + N iii + C ii
4319.866 -0.502 NIST 191

O ii 4366 4366.895 -0.348
4366.530 -0.929

O ii 4325 4325.761 -1.098 x Hγ+ C iii
2P-2D0 72 O ii 4414 4414.899 0.172

4414.456 -1.483 NIST 189
O ii 4416 4416.975 -0.077 + Si iv
O ii 4452 4452.378 -0.788

2s2 2p2 (1D) 3s - 2s2 2p2 (1D) 3p

2D-2F 99 O ii 4590 4590.974 0.350
O ii 4596 4595.957 -1.033

4596.177 0.200

2s2 2p2 (3P) 3p - 2s2 2p2 (3P) 3d

4D0-4F 90 O ii 4069 4069.623 0.150 + C iii
4069.882 0.344

O ii 4072 4072.153 0.552
O ii 4076 4075.862 0.693 + C ii
O ii 4078 4078.842 -0.284

2D0-2F 118 O ii 4705 4705.346 0.477
O ii 4741 4741.704 -0.989 Very weak

4S0-4P 130 O ii 4891 4890.856 -0.436
O ii 4906 4906.830 -0.160
O ii 4924 4924.529 0.074 x He iλ 4922 (if v sin i high)

2P0-2D 148 O ii 4941 4941.072 -0.054
O ii 4943 4943.005 0.239
O ii 4956 4955.707 -0.573 Very weak

2s2 2p2 (1D) 3p - 2s2 2p2 (1D) 3d

2F0-2G 161 O ii 4185 4185.440 0.604
O ii 4189 4189.788 0.717 + S ii

4189.581 -0.828
2D0-2F 172 O ii 4699 4699.011 0.418

4698.437 -0.883
4699.218 0.270 NIST 118

O ii 4703 4703.161 0.263
2P0-2P 188 O ii 4691 4691.419 -0.309

4690.888 -0.610
O ii 4701 4701.179 0.088

4701.712 -0.611

Table 5.2 — Preliminary set of O ii lines selected for the analysis, divided by multiplets.
See comments on Table 5.1. When the blending with lines from other species is clear from
the τ Sco spectrum, it is marked with a ’x’.
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5.3 Oxygen abundances

Up to forty �ve O ii lines can be clearly distinguished in the caspec spectrum of
τ Sco (covering the spectral window between 4050 �A and 5050 �A). These lines
span a large range of equivalent widths, and hence O ii is a good barometer of
microturbulence. Table 5.3 summarizes the equivalent widths for the O ii lines;
these are shown in ascending order for a better identi�cation of the di�erent lines
in the log ε(O) { EW plots presented along the chapter. No O iii lines have been
identi�ed in the observed spectral range.

Line EW logEW Line EW logEW

O ii λ 4741 9 0.95 O ii λ 4705 78 1.89
O ii λ 4691 12 1.07 O ii λ 4676 ? 79 1.90
O ii λ 4956 ? 17 1.23 O ii λ 4366 ? 80 1.90
O ii λ 4696 19 1.28 O ii λ 4590 80 1.90
O ii λ 4701 21 1.32 O ii λ 4638 ? 86 1.93
O ii λ 4891 ? 24 1.38 O ii λ 4319 ? 86 1.93
O ii λ 4703 31 1.49 O ii λ 4596 87 1.94
O ii λ 4906 ? 34 1.53 O ii λ 4072 89 1.95
O ii λ 4452 ? 37 1.57 O ii λ 4699 89 1.95
O ii λ 4941 ? 38 1.57 O ii λ 4661 ? 90 1.95
O ii λ 4078 45 1.65 O ii λ 4317 ? 92 1.96
O ii λ 4924 48 1.68 O ii λ 4076 96 1.98
O ii λ 4673 51 1.71 O ii λ 4416 ? 100 2.00
O ii λ 4185 53 1.72 O ii λ 4414 106 2.02
O ii λ 4325 58 1.76 O ii λ 4641 ? 126 2.10
O ii λ 4943 ? 60 1.78 O ii λ 4650 138 2.14
O ii λ 4189 66 1.81 O ii λ 4069 152 2.18

Table 5.3 — Ascending ordered equivalent widths (mÅ) for τ Sco O ii lines. Uncertainties

in the measurement of the EW are ± 5 mÅ. O iiλ 4651 line is blended with two C iii lines and
it is not possible to measure its equivalent width. O iiλλ 4069, 4072, 4076 and 4078 lines are
located in a spectral region where the caspec spectrum of τ Sco has a worse quality. The
lines marked with an asterisk (?) are those used for the study presented in Section §5.3.4

5.3.1 First approach

For this �rst approach, the whole set of observed O ii lines summarized in Table 5.3
will be included in the analysis. The synthetic lines are obtained by means of the
stellar code Fastwind (v.8.5, with temperature correction option activated2) and
the oxygen model atom A10HHeO23-3 de�ned in Chapter 3 (§3.3.1).

2See Chapter 3
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Figure 5.2 — Oxygen abundance vs. equivalent width diagram for the star τ Sco. A
microturbulence of 5 km s−1, close to that resulting in the zero slope, has been considered.
Uncertainties in the oxygen abundance and the slope are those associated with the linear fit
(the abundance error due to the scatter of individual line abundances has not been added).
Two lines can be clearly distinguished having higher abundances than the remaining ones (see
text)

A grid of Fastwind models with �xed stellar parameters3 (Teff = 32000 K, log g =
4.0, ε(He) = 0.09, log Q = -13.5 and Z = Z¯) and di�erent values of oxygen abun-
dance and microturbulence4 is calculated for this analysis. A �xed microturbulence
of 5 km s−1 is considered in the model calculation, while it is varied in the formal
solution. Although the EW of the metal lines is slightly dependent on the micro-
turbulence assumed for the model calculation, this approach is good enough for the
purpose of the study presented below. The calculation of the theoretical equivalent
widths of the O ii lines is performed separately for each one of the lines, so possible
contamination by lines from other elements are not considered (the model produces
pure O ii equivalent widths).

Figure 5.2 shows the log ε(O) - log EW diagram for a microturbulence of 5 km s−1,
corresponding to a slope value close to zero. Two lines can be clearly identi�ed yield-
ing higher abundances compared with the remaining ones. These lines, O iiλ 4673
and O iiλ 4325, were identi�ed as possibly contaminated by other C iii lines and
must be ruled out in the analysis.

The scatter in the line abundances is normally assumed to be associated with the
errors in the departure coe�cients from di�erent multiplets in the modeling process,
or even with the uncertainties of the calculated line oscillator strengths. This disper-

3The stellar parameters for τ Sco have been derived through a visual fitting of the optical
H and He i-ii lines (see Chapter 6)

4See Chapter 3, Section §3.3.3.
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sion is added to the uncertainty of the �nal abundance; however, as it will be shown
below, it can also have an important e�ect over the �nal abundance value through
the derived microturbulence. Therefore, although the equivalent widths of the whole
set of O ii lines ranges from the order of a few m�A to more than a hundred m�A, and
would be perfect for the determination of the microturbulence, some authors prefer
not to trust the microturbulence resulting from the zero slope �t of these lines since
they come from di�erent multiplets. Instead, assuming that the microturbulent ve-
locity should be the same for all the species, they suggest to use the Si iiiλλ 4552,
4567, 4574 triplet for deriving the microturbulence (e.g. McErlean et al. 1999).
However, it will be shown in the following sections that it is feasible to determine
the microturbulence using lines from di�erent O ii multiplets if a detailed multiplet
analysis is performed, and that this makes the �nal derived abundance more reliable,
as inherent problems related to the model atom can be detected.

5.3.2 Detailed multiplet study

Where are the di�erent metal lines formed in the stellar atmosphere? Are lines from
di�erent multiplets formed in di�erent regions, and lines from the same multiplet in
the same region? In that case, are lines from di�erent multiplets a�ected by di�er-
ent values of microturbulence? These are important questions to answer to know if
either it is feasible to use lines from di�erent multiplets for the determination of the
microturbulence or not.

Let's study a simple case to try to answer those questions: the line formation region
in a plane parallel stellar atmosphere. For this case the monochromatic optical depth
is de�ned by:

τν(z) = τ c
ν(z) + τ l

ν(z) = −
∫ zmax

z
(κc

ν + σc
ν)dz −

∫ zmax

z
χl

νdz (5.1)

where z increases upwards in the stellar atmosphere (i.e. towards an external ob-
server, see Figure 5.3), κc

ν and σc
ν are the continuous absorption and scattering

coe�cients, and χl
ν is the line absorption coe�cient. The later, in nlte and as-

suming complete redistribution, is de�ned by:

χl
ν =

πe2

mec
bln

?
l fluφ(ν − ν0)[ 1 − bu

bl
e−hν/KT ] (5.2)

where bl and bu are the nlte departure coe�cients for the lower and upper level
respectively, n?

l is the lower level lte population, flu is the line transition oscillator
strength, and φ the line pro�le.
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Figure 5.3 — In a plane
parallel stellar atmosphere
the emergent spectrum at
frequency ν is formed in
the region of the atmosphere
around z0, where the optical
depth achieves the condition
τν(z0) ∼ 1
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Let's assume that the condition τν(z0) ∼ 1 de�nes the point z0 where the atmo-
sphere becomes optically thin for this frequency (then it is said that the emergent
spectrum at this frequency is formed in z0). This is a simpli�cation5 but it will
be considered for illustrative purposes. The smaller the total absorption coe�cient,
the deeper in the atmosphere is formed the emergent spectrum at this frequency.
This produces, for example, in the case of a OB star, the optical continuum being
formed deeper that the UV continuum. The sharp variation of the line pro�le makes
the line core being formed in a di�erent location than its wings. Therefore, the
region where a line becomes optically thin is de�ned by the points where the line
core achieves an optical depth τ c

ν + τ l
ν ∼ 1 (upper limit) and the optical depth of

the adjacent continuum { τ c
ν { achieves the same condition (lower limit). In the

spectral window between the hydrogen Balmer and Paschen jumps the continuum
absorption coe�cient varies smoothly with frequency, and hence it can be assumed
that the wings of all the optical lines are formed over the same region in the stellar
atmosphere (where the optical continuum forms).

Figure 5.4 shows the points at which the line cores of the O ii lines attain an optical
depth of unity in a model for τ Sco. It can be clearly seen that the formation depths
of these lines cover over a large region in the stellar atmosphere between log τR∼ -3
and -1, independently of the multiplet. Therefore, it can be assumed that all the
optical O ii lines from di�erent multiplets are formed approximately over the same
region. This means that there is not a real physical reason hindering the use of
lines from di�erent multiplets for deriving the microturbulence. Actually, part of the
reason why the microturbulence derived using lines from di�erent multiplets may be
erroneously calculated is related to the way the lines are calculated by the stellar

5Actually photons at a given frequency escape from a larger region [τA
ν ,τB

ν ] with < τν >∼ 1
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Figure 5.4 — The points where the core of the O ii lines becomes optically thin (τ c
ν + τ l

ν

∼ 1) have been overplotted to the temperature structure of the Fastwind model used for the
analysis of τ Sco. Lines are grouped into different multiplets.

atmosphere code. Lines from the same multiplets come from sublevels that are
grouped together in the model calculation (only the departure coe�cients of levels
with quantum numbers n and L are calculated in a �rst approximation, then they are
split according to the statistical weights of the J sublevels in the formal solution).
If there was an error in the calculation of the departure coe�cient of some level
this would produce an error in the global transition, and hence in the lines within
this multiplet with respect to other multiplets. The �nal result is a dispersion be-
tween results from di�erent multiplets. Nevertheless lines within a multiplet would
be consistently calculated. Obviously, this dispersion can a�ect the derived zero-
slope microturbulence and hence the �nal abundance (see e.g. the case presented
in Figure 5.10).

To minimize the e�ect of the line abundance dispersion in the microturbulence de-
termination, the best would be to consider lines from only one multiplet that spread
over a large range in EWs. However this is not always possible or, even more, could
be dangerous (if some line is contaminated by another line, its EW is not accurately
measured or has an erroneous log gf value). For the case of O ii, any single mul-
tiplet has a small range in equivalent width, and hence the value of ξt is not well
constrained. The use of several multiplets will contribute to derive an accurate value
for microturbulence.
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Figure 5.5 shows the log ε(O) - EW diagrams for the lines in τ Sco, but this time
separated by multiplets. From these plots several interesting conclusions can be
derived (see also Table 5.4):

• Some of the multiplets cannot be used separately for deriving the microtur-
bulence because the equivalent width baseline is very small (viz. nist 65, 99
and 161).

• The bad quality of the spectrum can produce errors in the measurements of the
EWs, and then a large dispersion in the line abundances within one multiplet
(e.g. nist 90; these lines are located in a region of the observed spectrum of
τ Sco with a worse quality).

• Lines with small EW present large uncertainties in the line abundance. This
a�ects the derived microturbulence and its uncertainties. These lines should
be only considered if they are in agreement with the remaining lines in the
multiplet (e.g. O iiλ 4741 in multiplet 118 and O iiλ 4696 in multiplet 64).

• Sometimes discrepancies are found between the abundances of lines from
the same multiplet, even in cases where the EW of the lines are accurately
measured and no known line contamination is present in the spectrum (e.g.
O iiλλ 4414, 4416 in multiplet 72). This may be related with the atomic data.

• The global solution traces rather well the mean behavior of the di�erent mul-
tiplets (see however below).

• Two of the multiplets are producing systematically lower abundances (nist
161 and 188). These multiplets have (1D) 3p levels (with very close energies,
see Figure 5.8) as lower levels, and hence it can be argued that is the calcula-
tion of the departure coe�cients for those levels what is producing this di�er-
ence in the line abundances. Following this argument, lines O iiλλ 4703, 46996

(nist 172), corresponding to (1D) 3p (2D0) - (1D) 3d (2F0) transition should
show the same behavior. Figure 5.6 shows that this is the case, with all these
lines giving lower abundances than the remaining ones.

6The line O iiλ 4699 is formed by three components, two of them from multiplet 172 and
the third one from multiplet 118. The former two components are affecting the line in the
same way than those from multiplets 161 and 188
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Figure 5.5 — Oxygen abundance - EW diagrams for the lines of the different multiplets.
Black triangles represent the whole set of lines (except O iiλλ 4673, 4325) for a microturbulence
of 5 km s−1. Overplotted as red squares, lines belonging to the multiplet indicated in the upper
left corner. The resulting slope for a microturbulence of 5 km s−1 has been plotted for each
separate analysis.
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Multiplet # lines EW range Comments
(nist) (dex)

90 4 0.55 High dispersion. Probably due to the bad quality of the
τ Sco caspec spectrum in this zone

118 4 1.00 Large EW range. The line O ii λ 4741 is too weak to be
reliable.

130 3 0.30 Low dispersion. Reliable
148 3 0.60 Low dispersion. Reliable
161 2 0.10 EW range very small. Lower abundances than the mean.
188 2 0.20 EW range small. Lower abundances than the mean
64 6 0.85 Large EW range. Reliable. However O ii λ 4650 line

abundance lower than the remaining ones in the
multiplet. Higher abundances than the mean.

65 3 0.07 EW range very small.
72 3 0.45 Reliable. However some discrepancy between O ii λ 4414

and O ii λ 4416 lines.
99 2 0.10 EW range very small.

Table 5.4 — Notes on the detailed analysis by multiplets

Figure 5.6 — Abundances derived for lines from multiplets nist 188, 161, 172 (red) are
compared with those from the remaining ones. Although the microturbulence derived from
this set of lines is also ξt∼ 5 km s−1, the corresponding oxygen abundance is ∼ 0.15 - 0.20 dex
lower.
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Final suitable O ii line dataset

All the information provided by the detailed analysis by multiplets allows us to se-
lect a �nal suitable set of O ii lines for the abundance analyses of B0.5V stars with
Fastwind and the A10HHeO23-3 model atom (see Table 5.5). We have decided to
rule out lines from multiplets 188, 161, 172 (which produce lower abundances than
the mean, see above). Lines from multiplet 90 are also ruled out in this case (the
caspec spectrum of τ Sco has worst quality in the spectral region where these lines
are located). However, these will be considered in the analyses of the other B0.5V
stars (see Chapter 6).

Figure 5.7 compares the results from the study with the whole set of O ii lines
and that including only the selected set of lines. The zero slope �t is achieved
for a similar value of the microturbulence, however there is a di�erence in global
abundance of ∼ 0.05 dex.

Figure 5.7 — Comparison of results using two different sets of O ii lines. (Black) Whole
set of lines summarized in Table 5.3. (Red) Final suitable set of lines, where lines from
multiplets nist 161, 172 and 188, along with O iiλλ 4673, 4325 (blended) and O iiλ 4741 (too
small equivalent width) have been excluded.

Multiplet Lines Multiplet Lines

nist 64 O ii λλ 4638, 4641, 4661, 4676 nist 90 (?) O ii λλ 4072, 4076, 4078
nist 65 O ii λλ 4317, 4319, 4366 nist 130 O ii λλ 4941, 4943, 4956
nist 72 O iiλλ 4416, 4452 nist 148 O ii λλ 4891, 4906

Table 5.5 — Final suitable set of O ii lines dataset. (?) These lines have been ruled out in
this case (see text).
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Figure 5.8 — Atomic energy level data for O ii presented as a Grotrian diagram (down-
loaded from http://spider.ipac.caltech.edu/staff/rosalie/grotrian.html. This ion
has two spin systems (quartet and doublet)
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Problems with the atomic data

To illustrate the advantages of the detailed analysis by multiplets, this section will
show how this methodology can help to identify model atom inconsistencies. Below,
a problem that was found when an update of the oxygen model atom A10HHeO23-3
was considered in the analyses is presented.

The oxygen model atom A10HHeO23-3 used in the analyses of the previous sec-
tion is a simpli�ed version of the O i-iv model by Becker & Butler (1988) where the
O i ion has been removed. M.A. Urbaneja updated this model in his thesis (Urbaneja
2004, hereafter A10HHeO23+op), including up to 60 levels for O iii and replacing the
original rbf transitions by the Opacity Project data for the lower ten levels.
The energies of these �rst 10 levels were also slightly modi�ed to be consistent with
the op data (see Chapter 3 for a more extensive description of these model atoms).

Figure 5.9 shows the log ε(O) - log EW diagrams for three di�erent microturbulences.
The set of lines considered for this analysis is basically that summarized in Table
5.3, except for the O iiλλ 4741, 4691 (with very low EW) and O iiλλ 4673, 4325
(contaminated by lines from another ions). In this case, the scatter of the line abun-
dances is larger than the one found in the analysis from the previous section, and
the zero-slope is reached for a microturbulence larger than 15 km s−1, instead of 5
km s−1.

What originates this di�erence respect to the analysis with the A10HHeO23-3 model
atom? After studying di�erent possibilities, as the e�ects of the inclusion of a larger
number of O iii levels, or the change in the treatment of the rbf transitions in the
O ii model atom, the answer to this question was found by means of a detailed anal-
ysis by multiplets. Figure 5.10 shows the comparison between the results from both
model atoms in the same model atmosphere conditions and the same value of mi-
croturbulence (only the oxygen model atom is di�erent in both calculations). Some
of the line abundances are only slightly varied, nevertheless there is a set of lines
(either with large or small equivalent widths) with very di�erent line abundances.
A more careful look at those lines with a change in their abundances (and hence
in their modeled equivalent width) show that these lines correspond to multiplets
with lower levels 3s 4P, 3s 2P and 3p 4D0 (levels 6, 7 and 10 respectively in the O ii
model atom, exactly the three levels that a) are lower levels in one of the analyzed
transitions and b) their energy levels were changed to use the op data).

The explanation to this large di�erence has been found to be related to the O ii
level energies indicated by the opacity project data. The energies from the op
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Figure 5.9 — Oxygen abundance analysis for τ Sco using the A10HHeO23+op model atom.
In this case, the zero slope is reached for a microturbulence slightly larger than 15 km s−1.
What is producing this large difference relative to the analysis using the A10HHeO23-3 model
atom?

Figure 5.10 — Comparison of the O ii line abundances resulting from the consideration
of the oxygen A10HHeO23-3 (black squares) and A10HHeO23+op (red circles) model atoms. A
microturbulence of 5 km s−1 has been considered in both calculations
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data are the result of calculations and are somewhat di�erent to the experimental
ones derived from the analyses of optical spectra by Moore (1971). The set of level
energies which are used for the model atom by Becker & Butler are the experimental
one, so in order to make the A10HHeO23+op model atom consistent with the data
from the opacity project, the energies of the �rst 10 levels of O ii must be
changed to those indicated by the op data (see Figure 5.11). This produces an
inconsistency in the transitions involving those levels. Figure 5.11 illustrates this
argument. The di�erence in excitation energies for the A10HHeO23+op model atom
is ∼ 1 - 2% for those transition between levels 1 to 10 (e.g. transition 6 - 10, or res-
onance transitions), however this di�erence is larger for transitions combining levels
with changed energies and the original ones (e.g. transitions 6 - 12, 7 - 13 and 10 - 19,
with di�erences up to 5%). The result of this inconsistency is that lines from some
of the multiplets are not correctly modeled7. This produces an arti�cial trend in the
logε(O) - EW diagrams (see Figures 5.9 and 5.10).

As a result of this study it can be concluded that when the A10HHeO23+op model
atom is used, the microturbulence and the �nal oxygen abundance derived for τ Sco
(and hence, the other early B-type stars) is erroneous. For the analyses presented
in the next chapter, the A10HHeO23-3 model atom will be preferred although it is
simpler.

This problem, which is associated with an incorrect de�nition of the oxygen model
atom, reinforces the suggestion that it is dangerous to use lines coming from di�erent
multiplets for deriving the microturbulence through the zero slope in the log ε(O) -
log EW diagrams; however even if we do not trust the microturbulence given by the
O ii lines analysis and use that resulting from other ions, the �nal oxygen abundance
would be erroneously larger.

Therefore, we conclude the utility of this detailed analysis by multiplets for de-
termining the reliability of the model atoms in di�erent situations and de�ning the
suitable set of lines that can be used for the abundance analyses. We propose to
use this approach in cases with good spectral resolution and SNR before moving
towards those cases where the stellar spectrum is observed with worse resolution
and/or SNR.

7M.A. Urbaneja is working in the solution of this problem. The new version corrects the
difference in energies by shifting the op cross sections edges to the energies in Becker & Butler
oxygen model atom.
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Figure 5.11 — (Left) Diagram showing the energies of the O ii levels considered in the
model atom by Becker & Butler (black) and in the Opacity Project database (red). (Lower
righ) The difference in energies produces a discrepancy in the excitation energies of some
of the optical and uv transitions. (Upper right) Photoionization cross section for the O ii
fundamental level as defined by the op data.

5.3.3 Effect of the stellar parameters over the derived oxygen abun-
dances

Monteverde et al. (2000) and Villamariz et al. (2002) presented a very thorough
study about uncertainties in the stellar abundance analysis. Here, we will present a
di�erent, more visual approach, for showing the e�ect of the stellar parameters un-
certainties on the abundance analysis process through the curve of growth method.
This work is based on previous works by A. Herrero, I. Monteverde, M.R. Villamariz
and M.A. Urbaneja, collaborators of the ”Estrellas Masivas Azules” group at the
Instituto de Astrof��sica de Canarias (iac).
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Figure 5.12 shows the e�ect of a change of ± 1000 K and ± 0.2 dex, in Teff and
log g respectively, over the O ii line abundances. The whole set of lines summarized
in Table 5.2 has been included in the analysis (except O iiλλ 4325, 4673) and the
model atom A10HHeO23-3 has been considered. The same value of microturbulence
(ξt = 5 km s−1) has been considered in all cases.

Figure 5.12 — Effects of the variation of Teff (up) and log g (down) over the oxygen
abundances for the case of τ Sco. The same value of microturbulence (ξt =5 km s−1) is
always considered.

From these comparisons we can conclude:

1. Within these range of stellar parameters, O ii lines become fainter as Teff

gets higher, therefore line abundances become larger for models with higher
e�ective temperatures. The behavior is the opposite for the gravity.

2. A change in Teff or log g produces a shift in the abundance of every line,
however the slope is only slightly varied.
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3. The e�ect of a change in the e�ective temperature over the line abundances
(∆logε(O)∼ 0.08 dex for ∆Teff ∼ 1000 K) in these range of stellar parameters
is larger than the e�ect of a change in the gravity (∆logε(O) ∼ 0.02 dex for
∆log g ∼ 0.2 dex).

4. The discrepancy found in §5.3.2 between the abundance derived from multi-
plets 188, 161, 172, and the global trend stands still if a di�erent value of Teff

or log g is considered.

5.3.4 Comparison between Fastwind, Cmfgen and Tlusty results

Fastwind, Cmfgen, and Tlusty are three commonly used stellar atmosphere
codes. In Chapter 3 (§3.2) it has been commented that both Cmfgen and Tlusty
produce a more complete treatment of the line blanketing e�ects than Fastwind
does. To check the reliability of Fastwind results and to study the consistency
between the abundances derived through these stellar atmosphere codes, this section
compares the results of the oxygen abundance analyses performed with these codes
for the star τ Sco. Note that, although Tlusty is a plane parallel model atmo-
sphere, this assumption can be considered as valid in the case of stars with large
gravities where the e�ects of sphericity and mass loss are almost negligible (this is
the case of the stars that will be studied in this thesis). Therefore, a comparison
with Tlusty results is also meaningful.

A grid of models with �xed stellar parameters and di�erent oxygen abundance and
microturbulence has been calculated with each one of the codes. The stellar pa-
rameters used for the grids are Teff = 32000 K, log g = 4.0 dex, ε(He) = 0.09 and
Z = Z¯. Additionally, Fastwind and Cmfgen requires information about the
wind characteristics (log Q = -13.5). Cmfgen and Tlusty models were calculated
by F. Najarro (csic) and R. Ryans (qub) respectively. Information about the model
atoms considered in Tlusty can be found in http://star.pst.qub.ac.uk/.

Fastwind and Tlusty models produce pure O ii equivalent widths, however in
the case of Cmfgen, the equivalent width of the lines have been calculated from
the �nal spectrum once the formal solution is performed. Since these formal solution
includes lines from other elements than oxygen, the equivalent widths of the O ii
may be contaminated by the presence of other nearby modeled lines. This has been
taken into account for the selection of lines that will be used in the analyses.

The same set of O ii lines has been used for the abundance analysis by means
of the curve of growth method. These are the lines labeled with an asterisk (*) in
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Table 5.3. Figure 5.13 shows the ε(O) - log EW diagrams for the microturbulence
in the grid of models that produces a slope value close to zero for each one of the
Fastwind, Tlusty, and Cmfgen analyses.

Below, the results of the analyses are presented, along with some comments on
problematic lines:

• Fastwind analysis: Comments on this analysis has been presented in pre-
vious sections. A ξt = 8.5± 1.5 km s−1 and ε(O) = 8.72± 0.04 dex is derived
using the whole set of common lines.

• Tlusty analysis: In this case, O iiλλ 4891, 4906 and O iiλλ 4317, 4319
lines (multiplets 130 and 65 respectively) must be ruled out from the analysis.
There is some unidenti�ed problem with the lines from multiplet 130. The
large abundance derived for the other two lines may be related with the fact
that Tlusty calculations do not include the second component of these lines
(see Table 5.2). A ξt = 4.5± 1.0 km s−1 and ε(O) = 8.86± 0.03 dex is derived
using the remaining lines.

• Cmfgen analysis: In this case, O iiλλ 4891, 4906 (multiplet 130) lines
must be ruled out from the analysis. Cmfgen also produces too large equiv-
alent width for this two lines, and hence the derived abundance is too low.
A ξt = 2± 2 km s−1 and ε(O) = 9.0± 0.1 dex is derived using the remaining
lines.

Once the problematic lines have been identi�ed and ruled out, derived abundances
can be directly compared. It is found that from Tlusty and Cmfgen analyses,
a larger value of oxygen abundance is derived compared to the one derived from
Fastwind analysis. This discrepancy is mainly related to the large dependence of
the derived abundances on the e�ective temperature in this range of stellar parame-
ters (corresponding to early B type main sequence stars). In this range Tlusty and
Cmfgen produce larger He ii lines than Fastwind does for a given Teff , and hence
a lower e�ective temperature (∼ 1000 - 2000 K) would be estimated for τ Sco when
using these stellar atmosphere codes. Since Cmfgen and Tlusty models have
been calculated using a larger Teff than the one that is required to �t the observed
lines, and the equivalent width of the O ii modeled lines is smaller for larger e�ective
temperatures, the oxygen abundance required to �t the observed O ii lines will be
larger. This discrepancy can be minimized if the analysis is performed consistently
for each one of the codes (i.e. using the stellar parameters derived from the HHe
analysis).
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Figure 5.13 — Oxygen abundance analysis for τ Sco using three commonly used stellar
atmosphere codes (Fastwind, Tlusty and Cmfgen). The same set of lines is initially used in
the analyses, however the marked lines have been ruled out in Tlusty and Cmfgen analyses.
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5.4 Silicon abundances

Spectra of early B-type stars contain lines from two di�erent ionizing states of sil-
icon. Table 5.1 resumes the whole set of Si iii-iv lines identi�ed in the spectrum
of τ Sco, divided by multiplets. Their equivalent widths are summarized in Table 5.6.

The silicon model atom | A10HHeSi34 | used for the analyses has been de-
�ned in Chapter 2. A grid of Fastwind models with �xed stellar parameters (see
section 5.3) and di�erent values for silicon abundance and microturbulence is cal-
culated in the same way than the one generated for the oxygen abundance analysis
(see Section §5.3).

Line EW logEW Line EW logEW

Si iiiλ 4813 16 1.20 Si iv λ 4950 6 0.78
Si iiiλ 4716 18 1.26 Si iv λ 4212 42 1.62
Si iiiλ 4819 30 1.48 Si iv λ 4631 64 1.81
Si iiiλ 4829 37 1.57 Si iv λ 4654 78 1.89
Si iiiλ 4574 73 1.86 Si iv λ 4116 125 2.10
Si iiiλ 4567 115 2.06 Si iv λ 4089 185 2.27
Si iiiλ 4552 126 2.10

Table 5.6 — Ascending ordered observed equivalent widths (mÅ) for τ Sco Si iii and Si iv

lines. Uncertainties in the measurement of the EW are ± 5 mÅ.

A similar approach through a detailed analysis by multiplets (and, in this case, also
by ionizing state), will allow us to de�ne the suitable set of lines for the silicon
abundance analyses. Figure 5.14 shows the log ε(Si) - EW diagrams for the whole
set of lines and three di�erent microturbulences. The analysis is done indepen-
dently for Si iii and Si iv lines. For the case of Si iii lines, zero slope is reached
for a microturbulence of 6 km s−1 when the whole set of lines is considered. How-
ever, for this microturbulence there is a dependence of the line abundances with
the equivalent width for the lines Si iiiλλ 4552, 4567, 4574 (zero slope is reached
for this multiplet for a microturbulence of 1 km s−1). It could be assumed that
there is some inconsistency in the atomic data for the Si iiiλ 4574 line, however
the change in log gf needed to �t this line to the remaining ones is too large to
be reasonable. Considering the microturbulence derived through the Si iiiλλ 4552,
4567, 4574 multiplet, the other Si iii lines have systematically lower abundances.
These lines (Si iiiλλ 4813, 4819, 4829 and Si iiiλ 4716) come from 4d-5f and 4f-5g
transitions, close to the highest levels considered in the model atom and hence could
be a�ected by boundary conditions. This discrepancy has been previously pointed
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out by Becker & Butler (1990). In their paper, these authors include a short dis-
cussion on the reliability of the di�erent synthetic lines for the determination of the
stellar temperature. If they adopt the reproduction of the observed Si iiiλλ 4552,
4567, 4574 triplet as a good criterion, they �nd the theoretical EW of the lines from
the other triplet Si iiiλλ 4813, 4819, 4829, as well as the Si iiiλ 4716 line, to be
systematically too strong.

Figure 5.14 — Detailed silicon abundance analysis. (Left) Black line fits the whole set
of Si iii lines; linear fits to different multiplets are show as red lines. (Right) Linear fit to the
Si iv lines.

The behavior of Si iv lines is as follows: Si iv λ 4089 is known to be contaminated
by another O ii line (and hence, as this O ii line is not considered in the formal
solution, the line abundance derived using this line is too high and not taken into
account); Si iv λ 4950 seems to follow the general trend, however it is very weak
and can a�ect drastically the global result; the remaining four lines are consistent
(although Si iv λ 4654 gives slightly lower abundances than the remaining three).

The �nal suitable set of lines for the silicon abundance analyses of B0.5V stars
with Fastwind and the silicon model atom A10HHeSi34 consists of Si iiiλλ 4552,
4567, 4574 and Si iv λλ 4116, 4212, 4631 lines.
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5.4.1 Microturbulence from the Si analysis

The triplet Si iiiλλ 4552, 4567, 4574 is commonly used to establish the microtur-
bulence in B-type stars. In this case it is found that the microturbulence derived
from the oxygen analysis is somewhat larger (∼ 5 - 7 km s−1) than what it derived
from Si iii analysis. A similar problem has been previously found in the analysis of
B-type supergiants (McErlean et al. 1999, Trundle et al. 2002), who establish a
normal value for microturbulence in B supergiants of ∼ 10-12 km s−1(derived from
silicon analyses), being larger the microturbulence derived from oxygen (ξt∼ 15 - 20
km s−1).

Table 5.7 shows how the derived oxygen and silicon abundances depend on the
microturbulence. These abundances have been calculated for ξt = 1 and 5 km s−1,
the values inferred from the O ii and Si iii analyses respectively. The di�erence in
the �nal abundances are ∼ 0.15 dex (oxygen) and ∼ 0.3 dex (silicon) depending on
the considered microturbulence.

Which microturbulence do we trust? Shall all the elements be a�ected by the
same microturbulence? These remain as open questions. More work is needed to
understand if these di�erences in the derived microturbulences are real, or only a
result of the modeling process (as an illustrative example of the second possibility it
can be considered the case studied in Section §5.3.2, in which a bad de�nition of the
oxygen model atom results in a microturbulence derived from O ii lines larger than
15 km s−1, while the correct one is ∼ 5 - 10 km s−1). Meanwhile, in the analyses
presented in the forthcoming chapter, a di�erent microturbulence will be considered
for each element.

ξt =1 km s−1 ξt =5 km s−1

log(O/H)+12 8.93 8.77
log(Si/H)+12 7.80 7.48

Table 5.7 — Effect of the microturbulence on the derived oxygen and silicon abun-
dances. Abundance values correspond to a stellar model atmosphere with Teff =32000 K
and log g =4.0 dex. Only the Si iiiλλ 4552, 4567, 4574 triplet is considered for the silicon
abundance. Note comment about S iii/Si iv ionization balance in next section
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5.4.2 Effect of the stellar parameters over the derived silicon abun-
dances

Figure 5.15 and Table 5.8 show the e�ect of varying the stellar parameters over the
derived silicon abundances. A microturbulence ξt = 1 km s−1 has been considered
in all cases (estimated from the zero-slope of the Si iii triplet). These are the
conclusions that can be derived from this comparison:

• Similar to the oxygen case, the slope in the log ε(Si) - EW diagrams is only
slightly dependent on the stellar parameters, and hence the derived microtur-
bulence.

• In this case the uncertainties associated with a change of 1000 K and 0.1 dex
in e�ective temperature and gravity are 0.2 and 0.05 dex respectively.

• The agreement between silicon abundances derived from Si iii and Si iv (i.e.
the ionization balance for Si iv/Si iii, see Figure 5.15) is achieved for Teff =
31000 K, log g = 4.0 dex. There is a di�erence of ∼ 1000 K respect to the
e�ective temperature derived from the HHe analysis.

• There is a di�erence of ∼ 0.20 dex between the silicon abundance that is de-
rived considering the Si iii lines along with the stellar parameters derived from
the HHe analysis (Teff = 32000 K, log g = 4.0 dex), and the value correspond-
ing to the Si iv/Si iii ionization balance (see Figure 5.15). This later value
(ε(Si) = 7.67 dex) is assumed to be the correct one.

log g =4.0 dex log g =4.2 dex

Teff =31000 K Si iii : 7.62± 0.03 Si iii : 7.61± 0.03
Si iv : 7.64± 0.02 Si iv : 7.80± 0.03

Teff =32000 K Si iii : 7.80± 0.03 Si iii : 7.78± 0.02
Si iv : 7.48± 0.03 Si iv : 7.60± 0.03

Teff =33000 K Si iii : 8.06± 0.03 Si iii : 7.36± 0.03
Si iv : 7.93± 0.03 Si iv : 7.45± 0.02

Table 5.8 — Effect of varying the stellar parameters on the silicon abundances. Si iii and
Si iv analysis has been considered separately for a microturbulence of 1 km s−1.
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Figure 5.15 — Effect of varying the effective temperature on the silicon abundance. Only
the Si iiiλλ 4552, 4567, 4574 and Si iv λλ 4212, 4631, 4116 have been considered. The plot
shows the results for a microturbulence of 1 km s−1.

5.5 Summary and conclusions

The results of a detailed oxygen and silicon abundance analysis for the low v sin i
star τ Sco (B0.2V) have been presented. The study of this star has been used as
a benchmark test for the stellar abundance analysis of early B-type stars with the
stellar atmosphere code Fastwind. The main points below summarize the results
from this chapter:

• A set of oxygen and silicon lines, present in the spectral range between 4000
and 5000 �A and useful for the abundance study in early B-type main sequence
stars has been presented.

• The utility of the detailed analysis by multiplets approach as an initial step to
identify problems in the model atoms has been shown. A suitable set of lines
for the abundance analyses with Fastwind has been established.

• It has been shown that it is feasible to use the whole set of O ii lines to
determine the microturbulence if �rstly a detailed analysis by multiplets is
performed.

• The A10HHeO23-3Si34 model atom will be used for the analyses presented
in the forthcoming chapter.

• The reliability of the oxygen abundance derived with Fastwind has been
studied, comparing it with the abundances derived by means of other two
commonly used stellar atmosphere codes (Cmfgen and Tlusty).
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• The dependence of the oxygen and silicon abundance with the stellar parame-
ters has been shown. The derived microturbulence does not depend on them,
only the �nal global abundance.

• It has been mentioned that the microturbulence derived from the silicon anal-
ysis (1 km s−1) is somewhat smaller than the one derived from the oxygen
analyses (∼ 5 - 7 km s−1). This di�erence has been previously found for the
case of B-type supergiants. The di�erence in the �nal abundances are ∼ 0.15
dex (oxygen) and ∼ 0.3 dex (silicon) depending on the considered microtur-
bulence.

• The Si iv/Si iii ionization balance is achieved for a Teff ∼ 1000 K lower than
the value derived from the He ii/He i analysis. The di�erence is within the
uncertainties for the stellar parameters, however the e�ect of the derived silicon
abundance through the Si iii lines is large (∼ 0.2 dex). The silicon abundance
corresponding to the Si iv/Si iii ionization balance is preferred.



CHAPTER

SIX

THE NEAREST STAR FORMING REGION: THE ORION
NEBULA

Orion, the hunter of Taurus the bull, and Lepus the hare.
Followed faithfully by his companions Canis Major, and Canis Minor,

he is the dominator of the northern sky

- Greek Mythology -

Results of a detailed spectroscopic analysis of the massive stars associated with the

Orion Nebula, together with reference stars used for comparison, are presented. The

rotational velocities have been obtained using the Fourier analysis method, finding agree-

ment with values derived from the usual method, based on linewidth measurements. The

rotational velocity derived for θ1 OriC through this method is consistent with the vari-

ability of some of its spectral features that have a period of 15.42 days. By means of the

fit of the H , He i and He ii observed profiles with Fastwind synthetic profiles, stellar pa-

rameters and wind characteristics have been derived. It is found that macroturbulence

effects have to be included for a good fit to the He i-ii lines in the spectrum of θ1 OriC.

By means of a very accurate study, oxygen and silicon abundances have been derived for

the three B0.5V stars θ1 OriA, D and θ2 OriB. Final oxygen abundances are consistent

with nebular gas-phase results presented in Esteban et al. (2004) and are lower than

those given by Cunha & Lambert (1994). This new result suggest a lower dust depletion

factor of oxygen than previous estimations for the Orion nebula.

101
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6.1 Introduction

Photospheres of OB main sequence stars are representative of the interstellar
material from which they were born due to their relative youth. Therefore these

objects and the associated ionized nebulae | H ii regions | must share the same
chemical composition, re
ecting the very recent abundance pattern of the regions
where they are located. The search of consistency between nebular and massive
star abundances has been a longstanding problem. Since the abundance of cer-
tain elements varies with galactocentric distance in spiral galaxies, comparison of
results from OB stars and H ii regions must be made at the same galactocentric
distance and most preferably in the same association (e.g. Gies & Lambert 1992,
Cunha & Lambert 1992, 1994, Smartt et al. 2001b). The other possibility is to
compare abundance gradients, this way the stellar and nebular objects may not be
necessarily in the same region; abundances derived from both methodologies must
show a similar trend with the galactocentric distance (e.g. Smartt & Rolleston 1997,
Gummersbach et al. 1998). Alternatively, some studies compare directly stellar and
nebular results from di�erent regions in irregular galaxies (e.g. Korn et al. 2000,
Trundle et al. 2004).

Recent works by Trundle et al. (2002) and Urbaneja et al. (2005a) have shown
that abundance gradients in some spiral galaxies derived from stellar and nebular
studies tend to be coherent but very dependent on the calibration used in the strong
line nebular methods. Esteban et al. (2005) result for the Galaxy oxygen abundance
gradient from eight H ii regions are in marginal agreement with the value derived
by Da
on & Cunha (2004) from approximately 69 early B-type main sequence stars
situated in 25 Galactic open clusters/associations; however these values do not agree
with previous estimations by Rolleston et al. (2000). Therefore, more work is needed
to better understand the cause of these discrepancies. For example, until now there
have not been systematic studies in the same star forming region that compare re-
sults obtained from detailed nebular and stellar studies. With this aim, we have
selected the Orion nebula, a well studied and spatially resolved Galactic H ii region
with a cluster of a few massive stars inside it (the Trapezium cluster).

The study presented in this chapter is focused on a detailed and fully consistent
spectroscopic analysis of the group of OB stars associated with the Orion Nebula
for deriving their stellar parameters along with O and Si abundances using the stel-
lar atmosphere code Fastwind. The reliability of the derived stellar abundances
is based on previous results presented in Chapter 5 for the narrow line B0.2V star
τ Sco. Stellar abundances will be compared with those obtained in previous nebular
spectroscopic studies of M42.
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This chapter is structured as follows: a brief introduction to the Orion nebula and
the observational dataset used for this study is presented in Sections §§6.2 and 6.3.
The rotational velocities and the stellar parameters of the Orion stars and some other
standard stars are calculated in Section §6.4. The study of the ionizing source of the
Orion nebula, θ1 Ori C, is presented separately in Section §6.5; this star is known to
be spectroscopically variable, so a more extensive work is needed to derive its stellar
parameters. Three B0.5V stars in Orion are used to develop a stellar abundance
analysis (Section §6.6). Finally, the derived stellar abundances are compared with
nebular results (Esteban et al. 2004, Rubin et al. 1993, Garnett et al. 1995) in
Section §6.7.

6.2 The Orion nebula and its associated stellar population

The Orion complex contains the massive on-going star forming region closest to
Earth, at about only 450 pc. The Orion nebula, M42, and its associated cluster of
stars (the Orion Nebula Cluster, onc) are part of this complex. It is a well known
H ii region (e.g. O'Dell 2001; Ferland 2001) ionized by a group of a few early type
stars located in the core of the nebula (the Trapezium cluster stars, θ1 Ori ). To-
gether with θ1 Ori C (HD 37022, O7V), the main ionizing source, and a few more
early B-type stars, a total membership of about 3500 low mass stars compose the
onc (Hillenbrand & Hartmann 1998). The youth of the cluster is obvious from the
fact that it contains O stars still on the main sequence. An accurate assessment of
the age is complicated due to uncertainties in the distance to the cluster, the spec-
tral classi�cation of the stars, the observed photometry, the amount of interstellar
correction and the models for the protostars. However, some studies have ventured
possible ages: Herbig & Terndrup (1986) established the age as being about 106

years; Hillenbrand (1997) demonstrate that the age of the cluster is small (less than
1 Myr) but there is not a good �t to a single age; from a comparison of observations
with the protostars models by Palla & Stahler (1999), these authors conclude that
the best �tting single age is 2 x 106 years.

Cunha & Lambert (1992, 1994) included some of the onc stars in a survey of B-
type stars in the Orion OB1 association1. They presented a spectroscopic analysis
of these stars for determining C, N, O, Si and Fe stellar abundances.

The most recent and complete analysis of the chemical composition of the Orion
nebula has been presented by Esteban et al. (2004) who reanalyzes the emission
line spectrum of the nebula to determine the physical conditions and abundances of

1The Orion OB1 association contains four subgroups (Ia - Id) with different ages, and con-
tent of gas and dust (Blaauw 1964). The youngest group (Id) corresponds to the onc.
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Figure 6.1 — Representative-color composite of 81 near-infrared light images taken with
vlt’s isaac. The Trapezium cluster stars (θ1 Ori ) are shown in the center of the Orion nebula.
The other two OB stars (θ2 OriA, B) are not normally included as members of the Trapezium
cluster, however, they are part of the onc. Credit: M. McCaughrean (AI Potsdam).

the ionized gas-phase. These authors use a wide variety of collisionally excited and
recombination lines for the abundance determination.

6.3 Massive stars in Orion: observational dataset

The observational dataset consists on int+ids spectra of the O-early B type stars
belonging to the stellar systems θ1 Ori (the Trapezium cluster) and θ2 Ori inside
the Orion nebula. The ionizing source of the nebula (θ1 Ori C) is known to be a
spectroscopic variable star with a magnetic �eld. To study this variability, some
feros spectra of the star at di�erent phases have been considered. Finally, other
three reference stars have been considered for comparison (10 Lac and 15 Mon were
observed in the same run than the Orion stars; τ Sco is from caspec).

Some comments on the characteristics of these spectra and the reduction and nor-
malization process have been previously presented in Chapter 2. Table 7.1 summa-
rizes the spectral type and photometric visual data of the studied objects.
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For a direct visual comparison of the observed pro�les with the synthetic ones,
the spectra have to be corrected from radial velocity shifts2. In those cases in which
metal lines are clearly distinguished, all these lines have been used for determining
the shift needed to locate the whole set of spectral lines in its corresponding labo-
ratory wavelength system (comparing with an atomic line list). If the v sin i is high
the spectrum is compared with a previously corrected template.

6.4 Determination of rotational velocities and stellar parame-
ters

6.4.1 Rotational velocities. The Fourier method

The analysis of stellar spectra makes use of a number of free parameters like the mi-
cro and macroturbulent velocities and the projected rotational velocity, v sin i. The
last one has acquired particular importance in recent times, because of the mixing
that rotation may induce in the interior of massive stars (e.g. Maeder & Meynet
2000; Villamariz et al. 2002).

Conventionally, v sin i values are based on linewidth measurements of individual
features, mainly metal lines apparently free of blends. As the principal broadening of
these lines is stellar rotation, when this broadening is above the spectral resolution
it is possible to determine v sin i from the fwhm of the line. Usually metal lines are
used, however in cases of high rotational velocities or high temperatures metal lines
may appear blended or very weak. Therefore, in these cases, if the v sin i is high, the
whole He spectrum is used; if v sin i is not extremely high, only He i lines are used,
as these lines are less a�ected by pressure broadening than He ii lines. However, the
v sin i derived must be tested with some metal lines (if available), as we cannot be
completely sure that rotational broadening dominates over pressure broadening.

Although this method has been extensively used, some studies have shown that
metal lines could be a�ected by other broadening mechanisms, such as macrotur-
bulence (Conti & Ebbets 1977; Ebbets 1979; Ryans et al. 2002; Howarth 2004),
in main sequence O-type and early and mid B-type supergiants stars. The v sin i
derived by this method would be only an upper limit. It is not possible to distinguish
between rotation and macroturbulence broadening through linewidth measurements.
Even worse, sometimes it is found that di�erent lines of the same star give very dif-
ferent rotational velocities, as in the case of HD 191612 (Walborn et al. 2003)
which could be due to the di�erent contribution of macroturbulence, rotation and
pressure to the line broadening (Howarth 2004). However Fourier analysis methods

2Note that the corresponding radial velocity shift is not that associated with the real radial
velocity of the star, as it has not been corrected from Earth motion.
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HD v sin i (km s−1)

This work Other authors

Fourier fwhm fwhm

HD37020 55.0± 0.6 57± 3 56a

HD37022 24± 3 40± 11 53b

HD37023 49.0± 0.9 51± 3 51a

HD37041 131± 4 140± 11 110b

HD37042 34.0± 0.5 36± 3 10c

HD214680 30.0± 0.8 37± 4 35b

HD47839 67± 4 66± 6 67b

HD149438 < 13 16± 3 5d, 19e

Table 6.1 — Projected rotational velocity derived from the Fourier and fwhm analyses.

References from the literature are: a Simón-Dı́az et al. (2003), b Howarth et al. (1997), c

McNamara & Larson (1962), d Schönberner et al. (1988), e Kilian et al. (1991)

could help to solve this problem and to determine more accurate and reliable rota-
tional velocities (Smith 1976).

The Fourier method has only been marginally applied in the study of OB stars (e.g.
Ebbets 1979). In this chapter, the strength of this method for determining rotational
velocities in early type stars will be illustrated. Some notes on the characteristics and
applicability of the Fourier method are presented in Appendix A. We have tested
these method with theoretical and observational cases, and it works well for massive
hot stars.

The lowest v sin i that can be determined through the Fourier method is given by
the spectral resolution of the observed spectrum (∆λ in �A/pixel, see Appendix A).
The sampling of the computational Fourier transform cannot be extended beyond
0.5/∆λ. The resolution in the ids spectra is 0.23 �A/pixel, so the lowest v sin i that
could be detected through the Fourier method is ∼20 km s−1. For θ1 Ori C feros
spectra the resolution is ∼0.03 �A/pixel, so v sin i ≥ 2 km s−1 for detection. For the
τ Sco spectrum, the resolution is 0.1 �A/pixel, so the lowest detectable v sin i is 8
km s−1.

The v sin i of the sample of stars has been determined through both the Fourier
and fwhm methods. Results are presented in Table 6.1, along with some values
found in the literature, for comparison. All the works referenced in that table use the
fwhm method applied to the optical spectra of the stars except those by Howarth et
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al. (1997), who use a cross correlation technique for iue spectra, and Sch�onberner
et al. (1988) who compare the observed spectrum of τ Sco with synthetic pro�les.

Comments on the individual stars v sin i determination, along with the compari-
son between the values derived through Fourier and fwhm methods are presented
in Section §6.4.2. Agreement between both methodologies is very good, indicating
that the in
uence of macroturbulence in the line broadening of O-type stars is small.
However there are some interesting cases (see the study of θ1 Ori C in Section §6.5).

6.4.2 Stellar parameters

The analyses have been performed using the latest version of Fastwind (Puls et
al. 2005, v8.5). The methodology, based on the visual �tting of the H and He i-ii
synthetic pro�les to the observed ones, is described in Chapter 3 (§3.3.2).

The low density in the winds of the studied objects makes the spectrum insensi-
tive to changes in Q, so that only upper values can be determined in most cases.
Microturbulence has no e�ect on the H/He spectrum of early type stars of large
gravity, as has been shown by Villamariz & Herrero (2000). Therefore only e�ec-
tive temperatures, gravities and He abundances are determined in this step of the
analysis. Of course, microturbulence is important for the derivation of metallic abun-
dances and will be determined in the corresponding section.

Table 6.2 summarizes the derived parameters for the sample of stars. The �ts
corresponding to these values are shown in Figures 6.2 to 6.8. Some comments on
the individual analyses are given below. A comparison between spectroscopic and
evolutionary results are given in Section §6.4.3. The analysis of θ1 Ori C is performed
separately in Section §6.5.
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HD Name Teff log g R (R¯) M(M¯) log(L/L¯) log Q
± 1000 K ± 0.1 dex

HD37020 θ1 OriA 30000 4.0 6.3 ± 0.9 14 ± 5 4.45 ± 0.13 < -13.5
HD37022 θ1 OriC 39000 4.1 9.9 ± 1.4 45 ± 16 5.31 ± 0.13 —
HD37023 θ1 OriD 32000 4.2 5.6 ± 0.8 18 ± 6 4.47 ± 0.13 < -13.5
HD37041 θ2 OriA 35000 4.1 8.2 ± 1.1 39 ± 14 4.93 ± 0.13 < -13.5
HD37042 θ2 OriB 29000 4.1 4.5 ± 0.6 9 ± 3 4.11 ± 0.13 < -13.5

HD214680 10 Lac 36000 3.9 8.3 ± 1.1 20 ± 7 5.02 ± 0.13 < -13.5
HD47839 15 Mon 40000 4.1 9.3 ± 1.3 40 ± 14 5.30 ± 0.13 -13.0
HD149438 τ Sco 32000 4.0 5.6 ± 0.8 11 ± 4 4.47 ± 0.13 -13.0

Table 6.2 — Stellar parameters derived from Fastwind analysis. Only an upper limit for
logQ can be derived for these stars. The microturbulences considered for the HHe analysis in
each star are shown in the corresponding fitting plots. A normal value for the He abundance
has been considered for all the stars (ε =0.09).
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Figure 6.2 — Analysis of HD37020 (θ1 OriA, B0.5V). Two models have been plotted for
comparison with the observed spectrum. The adopted model has been represented with a solid
line, while another model varying 1000 K in Teff has been plotted with a dashed line. Note
the core of the stellar Balmer lines contaminated with emission from the nebula. Only the
wings of the Balmer lines are used for the fitting. The narrow line that appears in the core of
the He ii 4200 line is a N iii absorption line; the red wing of the He i 4922 line is contaminated
by an O ii absorption line. The blue wing of the Hα line is affected by a diffuse interstellar
band so it is not used for the fitting
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Figure 6.3 — As Fig. 6.2 for HD 37023 (θ1 OriD, B0.5V). A variation of 1000 K in Teff

has been considered in this case.
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Figure 6.4 — As Fig. 6.2 for HD 37041 (θ2 OriA, O9V). A variation of 1000 K in Teff and
0.1 dex in log g has been considered in this case. Note that the broad wings of the He i lines
cannot be fitted correctly (see text)
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Figure 6.5 — As Fig. 6.2 for HD37042 (θ2 OriB, B0.5V). For this star, the He i lines fit
better if a microturbulence of 10 km s−1 is considered
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Figure 6.6 — As Fig. 6.2 for HD214680 (10 Lac, O9V). A variation of 0.1 dex in log g
has been considered in this case.
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Figure 6.7 — As Fig. 6.2 for HD149438 (τ Sco, B0.2V). A variation of 0.5 dex in log Q
has been considered in this case. The Hα line is not contaminated by nebular emission for
this star and a more accurate value of log Q can be determined. The He iλ 6678 line is out of
the observed range in the caspec spectrum of τ Sco.
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Figure 6.8 — As Fig. 6.2 for HD47839 (15 Mon, O7V). A variation of 1000 K in Teff has
been considered in this case.
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Comments on the Trapezium cluster stars

HD37020 (θ1 OriA)

This is an eclipsing binary discovered by Lohsen (1975). The period is P = 65.432d,
the visual magnitude ranges between 6m.7 and 7m.6, and the eclipse lasts ∼ 20h.
The primary is a B0.5V star which has many isolated metal lines. No lines of the
secondary star have been found in the int-ids spectrum of the star. This fact,
together with the characteristics of the binary system described before, suggest that
the secondary is a cooler, smaller and less luminous star, and that the change in
visual magnitude is due to the eclipse of the primary by its companion. Therefore
the optical spectrum is mainly dominated by the B0.5V star.

The Fourier method has been applied to some O ii, Si iii-iv, N ii and He i lines,
deriving a v sin i = 55± 0.6 km s−1. Metal and He i lines are in agreement. The
v sin i derived through the linewidth measurement method is consistent with this
value (see Table 6.1).

Figure 6.2 shows the good �t of the Fastwind pro�les to the observed spec-
tra for the parameters given in Table 6.2 (except for the forbidden component of
He iλ4471 line, which is not well reproduced throughout the analyses. Note also
that the apparent bad �t of He iiλ4200 is due to the blend with the N iii line at
the same wavelength). We are very close to the applicability limit of the He i-ii
ionization equilibrium for deriving the Teff as He iiλ4200 and He iiλ4541 lines are
very faint; however these lines are still su�ciently sensitive to changes in Teff and
log g to derive the stellar parameters accurately. The stellar parameters obtained
here are in very good agreement with those obtained by Cunha & Lambert (1992)
using the Str�omgren index c0 and the wings of Hγ corresponding to Kurucz's (1979)
lte model atmospheres (this is not the case for the other two stars in common with
these authors). A comparison of values is given in Table 6.3.

HD37022 (θ1 OriC)

This is the main ionizing source of the Orion nebula. See Section §6.5 for a detailed
study of this star.

HD37023 (θ1 OriD)

This is the only star in the four Trapezium cluster stars (θ1 Ori ) without a bi-
nary companion (Preibisch et al. 1999).
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Star Teff (K) log g (dex)

HD37020 29970 / 30000 3.92 / 4.0
HD37023 32600 / 32000 4.70 / 4.2
HD37042 31600 / 29000 4.70 / 4.2

Table 6.3 — Comparison of stellar parameters for HD37020, HD37023, HD 37042. First
values refer to Cunha & Lambert (1992) determinations, second values to this work. There is
excellent agreement for HD37020, but poor agreement (specially for log g) for the other two
stars.

The Fourier method gives a v sin i = 49.0± 0.9 km s−1 for this star. Again, there is
agreement with the linewidth measurement method.

Figure 6.3 shows the �tting of the HHe lines. Observed He i lines are slightly
broader than theoretical ones. Table 6.3 shows the comparison between our stellar
parameters and those derived by Cunha & Lambert (1992). In this case there is
no agreement: although the Teff are compatible, the log g they derived is very high
with respect to our determination.

HD37041 (θ2 OriA)

This is a single-lined spectroscopic binary (see Howarth et al. 1997). These authors
�nd a single peak in the cross correlation function of the iue spectrum, indicating
that the spectrum of the primary is not seriously contaminated.

Comparing the spectrum of this O9V star with that of the standard star 10 Lac
(also classi�ed as O9V) it has been found that there are no unblended metal lines
due to its high rotational velocity (except Si iv λ4089, but it is in the blue wing of
Hδ). A good v sin i determination has been possible using the Fourier method with
the He i lines. A v sin i = 131± 4 km s−1 has been derived. The Si iv line has been
used to check the reliability of this value; a v sin i = 136± 5 km s−1 is obtained.
He ii lines do not give good results. A v sin i = 140± 11 km s−1 is derived applying
the fwhm method to the He iλ5015 line.

Figure 6.4 shows the �tting of the synthetic pro�les with the observed ones. A
v sin i = 131 km s−1 has been considered for the H-He analysis. The wings of the
He i lines cannot be well �tted. Note that although the strength of the whole set
of He i-ii is correctly �tted, the synthetic He i lines do not �t properly the wings of
the corresponding observed lines.
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HD37042 (θ2 OriB)

A good agreement has been found between metal and He i lines when using the
Fourier method. The v sin i derived is 34.0± 0.5 km s−1. The value obtained with
the fwhm method is 36± 3 km s−1, in agreement with the former one.

A very good �t of the observed and synthetic Fastwind pro�les is obtained (see
Figure 6.5). Again the forbidden component of He iλ4471 is too weak. For this
star, the He i lines �t better if a microturbulence of 10 km s−1 is considered.

This is the third star in common with Cunha & Lambert (see Table 6.3); it has
also been found for this star (as for HD 37023) that the stellar parameters derived
by these authors are very di�erent from ours (they obtain a very high log g and an
e�ective temperature ∼ 3000 K higher).

Comments on the reference stars

HD214680 (10 Lac)

This star has been previously considered as standard for stellar parameter determi-
nation through the H-He analysis (see Herrero et al. 2002 and references therein).
The spectrum of the star, obtained from a new observing run covering a larger spec-
tral range has been reanalyzed here (the He iλλ5015, 5048, 6678 and He iiλ6683
lines can be used for the new analysis). Since a new version of Fastwind (slightly
di�erent from that used by Herrero et al.) is used here, the new analysis will be
useful to check the consistency of this latest version of the code in this stellar pa-
rameters regime.

The projected rotational velocity has been accurately determined by means of the
fwhm method (v sin i = 37± 4 km s−1). The Fourier method applied to the int+ids
spectrum gives a v sin i = 30± 0.8 km s−1. This large di�erence could be due to the
fact that the v sin i is close to the computational Fourier transform limit (∼20 km s−1

for this spectrum).

The whole set of HHe lines are perfectly �tted with the Fastwind synthetic pro�les
(Figure 6.6). The parameters derived by Herrero et al. (2002) are Teff = 35500 K,
log g = 3.95 and ε = 0.09. The new results are in agreement with those values.
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HD149438 (τ Sco)

This star was selected for comparison in the stellar oxygen abundance analysis of
the B0.5V Trapezium cluster stars (see Section §6.6). It has been studied elsewhere
(Martin 2004, Przybilla & Butler 2004, Kilian 1994, Sch�onberner et al. 1988, Becker
& Butler 1988, Peters & Polidan 1985, Kane et al. 1980). Comparing isolated oxy-
gen and silicon lines to a set of rotationally broadened pro�les, Kilian et al. (1991)
obtained a v sin i = 19 km s−1 for this star. The Fourier method applied to the
caspec spectrum only allow us to say that the v sin i is lower than 13 km s−1; this
is because in this case the e�ect of the microturbulence over the broadening of the
metal lines can be comparable with that produced by the rotation, so the �rst zero
could be associated with the microturbulence instead of the v sin i (Gray 1973).

A very good �t with the synthetic Fastwind pro�les is obtained for this star
(see Figure 6.7). In this case the problem with the forbidden component of the
He iλ4471 can be clearly seen. Table 6.11 (Section §6.6) summarized the stellar
parameters obtained in this and previous work.

HD47839 (15 Mon)

This star was selected for comparison with the main ionizing source in Orion (θ1 Ori C).
Some comments on the analysis of this star and the comparison with θ1 Ori C are
presented in Section §6.5. It was classi�ed as O7V(f) by Walborn (1972a). Gies
et al. (1993) pointed for the �rst time that this star is a spectroscopic binary
with a period of 25 years. They estimated a mass for the primary of M = 34 M¯,
and suggested that the secondary has a spectral type O9.5Vn (with very broad lines).

The spectrum of HD 214680 (O9V), convolved with a high v sin i (∼ 350 km s−1),
has been used to recognize lines in the spectrum of HD 47839 not contaminated by
the secondary star; three metal lines were found. Using these lines (Si iv λλ 4212,
4654 and N iiiλ 4379) a v sin i = 67± 4 km s−1 has been determined. A similar value
has been derived applying the fwhm method to the same lines (66± 6 km s−1).

The �tting of the H and He lines for the stellar parameters shows how the He i
lines are contaminated by these from the secondary star. The derived value for the
spectroscopic mass (40 ± 14 M¯) is in good agreement with the dynamical mass
derived by Gies et al. (1993). Herrero et al. (1992) derived a Teff = 39500 K,
log g = 3.70 and ε = 0.07 for this star. Although it would be expected to obtain a
lower Teff due to the inclusion of line blanketing e�ects, the value we have obtained
is slightly higher because there is also a large di�erence between the log g we derived
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(4.0) and the one by Herrero et al. (3.7). There is also another di�erence; we do
not need a lower He abundance for �tting the He lines. This could be due to a
binarity e�ect3; when a composite spectrum is considered in a binary system, lines
can appear diluted or magni�ed due to the combination of the 
uxes of the primary
and the companion. If the system is out of eclipse the total 
ux will be higher than
when the primary is observed isolated, so when the spectrum is normalized all the
lines will appear diluted (and then a lower He abundance is needed to �t the He
lines and a lower gravity is derived).

6.4.3 Results of the stellar parameters study

From the optical spectra of the Orion stars only upper limits for the Q parameter
can be achieved. These estimations are based on the e�ect of the wind on the
He iiλ4686 and Hα lines (the later one is contaminated by the nebular contribu-
tion). Some tests have shown that the other H and He lines are not a�ected by the
uncertainties in log Q for the range of values considered, so the derived parameters
will not be a�ected.

Masses, radii and luminosities have been derived for all the studied targets (they
are indicated in Table 6.2 along with their uncertainties). The main source of uncer-
tainty for these parameters is that associated with the absolute magnitude (except
for the case of the mass, that is also a�ected by uncertainties in log g). An error in
Mv of the order of 0.3 magnitudes propagates to the mass, radius and luminosity,
giving uncertainties of ∼ 37 %, 13 % and 30 % respectively.

The stars have been plotted on the HR diagram in Figure 6.9. Evolutionary tracks
from Meynet & Maeder (2003), corresponding to initial masses between 9 and 120
M¯ and initial rotational velocities of 0 km s−1 are also plotted. The �gure is com-
pleted with isochrones from Schaller et al. (1992), corresponding to ages of 2, 2.5
and 3 Myr.

All stars are found in the Main Sequence close to the zams, as it is expected because
of their youth. Nevertheless, we can see the separation from the zams increasing
with luminosity, as pointed out by Herrero et al. (2004). The loci of the Orion
stars is consistent with an isochrone at about 2.5±0.5 Myr, derived from the tracks
with zero initial rotational velocity, which is slightly older than the upper limit given
by Palla & Stahler (1999, 2 Myr) and somewhat larger than other Trapezium age
determinations found in the literature (e.g. Hillenbrand 1997, ≤ 1 Myr). However,
it has to be considered that, at large initial rotational velocities, the zams is slightly

3See Appendix B.
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shifted to the right and modi�es the derived ages. Hence, until the role of the initial
rotational velocities is properly understood (for example, the distribution of initial
rotational velocities in clusters), the use of isochrones for massive stars in very young
clusters should be regarded with special caution.

A good agreement between gravities derived from the evolutionary tracks and those
obtained from quantitative analysis of the spectra is found. There is a trend for the
most massive stars to have larger spectroscopic than evolutionary masses, but the
number of objects is too small to draw any general conclusion.

Figure 6.9 — HR diagram with the studied stars. Evolutionary tracks from Meynet &
Maeder (2003). Isochrones from Schaller et al. (1992), corresponding to the zams and ages
of 2, 2.5 and 3 Myr.
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6.5 Modeling θ1 OriC: the main ionizing star of M42

6.5.1 A historical review

This star is known to have variable spectral features varying in phase or antiphase
with a period of 15.422 ± 0.002 d (Stahl et al. 1993; Walborn & Nichols 1994; Stahl
et al. 1996). These variable features were discovered after Conti (1972) showed for
the �rst time that θ1 Ori C has a variable inverted P-Cygni pro�le in the He ii 4686
line. Among them are Hα emission, variability in the equivalent width of some atmo-
spheric and wind lines, and X-ray emission (Caillault et al. 1994; Gagn�e et al. 1997).

Di�erent explanations for this variability have been postulated. The possibility of
θ1 Ori C being a binary and this binarity explaining the spectral variability has been
dismissed (Stahl et al. 1996). The variability has been associated with the rota-
tion of the star. Stahl et al. (1996) proposed the presence of a dipolar magnetic
�eld in θ1 Ori C, with the magnetic pole inclined 45◦ from the rotation axis (which
is inclined 45◦ from the line of sight). The geometry of this system would imply
alignment between magnetic pole and the line of sight at phase 0.5 and they would
be perpendicular at phase zero (when maximum Hα emission is found). Babel &
Montmerle (1997) proposed the magnetically con�ned wind-shock model (mcws)
to explain the variability in the star. According to this model, the radiatively line
driven wind is con�ned by a dipolar magnetic �eld towards the magnetic equator of
the system, generating a cold, dense disk due to the collision of material coming
from both hemispheres, and a hot post-shock region.

The wind characteristics of θ1 Ori C were determined by Howarth & Prinja (1989)
and Stahl et al. (1996) through UV spectrum studies. The former derived a mass
loss rate of 4 x 10−7 M¯ yr−1, the latter through the absorption in C iv lines, de-
termined a terminal velocity somewhat greater than 2500 km s−1.

It is common that O7V stars have stellar winds; what is not so common is the
detection of magnetic �elds in O stars. Donati et al. (2002) succeeded in the de-
tection of Zeeman features in the spectrum of θ1 Ori C through spectropolarimetric
observations with the Anglo-Australian Telescope. They detected variability in the
Stokes V pro�les of some photospheric metal lines. This variability has a coherent
modulation with the period derived from other variable features. However, the ge-
ometry derived was in contradiction with that from Stahl et al. (1996), with the
magnetic pole aligned with the line of sight at phase zero (they found a maximum
in the longitudinal component of the magnetic �eld at this phase).
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6.5.2 Preliminary study of the spectrum

As this object is known to have spectral variability, it is very important to understand
the cause of this variability and to determine which lines are reliable for the stellar
atmosphere modeling before comparing synthetic and observed H - He pro�les. Pre-
liminary work with the int+ids spectrum showed that a better spectral resolution
was needed to apply the Fourier method for obtaining the v sin i. This spectrum did
not allow us to have either a good enough sampling (∆λ), or to carry on a study
of the variability, so we decided to use some feros spectra with better quality and
covering all variability phases (see Table 6.4), that are available in the eso archive.

Through the study of the feros spectra observed in the di�erent phases we have
found all the variable spectral features described in Stahl et al. (1996) and some
new ones:

• He ii 4686: Broad emission appears in the blue wing of the line (the so-
called inverted P-Cygni pro�le, with maximum at φ∼ 0). Broad emission is
also present in the red wing (maximum at φ∼ 0.5, minimum at φ∼ 0.8).

• Balmer lines: These lines are a�ected by the same broad emission features
as those in He iiλ4686. The emission features are stronger in Hα and Hβ than
in the other Balmer lines

• Metal and He i-ii lines: All the line strengths vary in phase, being larger
at φ∼ 0.

Name Date MJD-2.400.000,5 φ

f07341+51 16/10/98 51102.31 0.180
f85221 26/07/99 51385.43 0.539

f03551+61 08/10/98 51094.28 0.659
f04711+21 10/10/98 51096.39 0.796

f15241 28/11/98 51145.37 0.972

Table 6.4 — feros spectra used for the study of the spectral variability of θ1 OriC. All
spectra have been downloaded from the eso-feros database except f85221, kindly provided
by O. Stahl. The different phases have been calculated from MJD0 - 2.400.000,5 = 48832,5
(Stahl et al. 1996) and P =15.422 days
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Figure 6.10 — The most representative phases have been selected to show the variability
of the He iiλ4686, Hβ and Hα lines in the θ1 OriC spectrum. The variable feature associated
with the inverted P-Cygni profile discovered by Conti in the He iiλ4686 line is also present in
the hydrogen Balmer lines. Another emission feature can be clearly seen in the red wing of
these lines at phase ∼ 0.5. The narrow emission features in the Balmer lines are nebular lines.

This variability can be easily explained considering the model proposed by Stahl et
al. (1996) and developed by Babel & Montmerle (1997). This model assumes that
θ1 Ori C is an O7V star with a disc produced by the con�nement of the wind by
a dipolar magnetic �eld through the magnetic equator. Consequently, a cool disc
with material falling back to the stellar surface is formed. Figure 6.11 illustrate the
geometry proposed by this model.

If it is considered that at phase zero the cool disc is seen edge-on, the blue shifted
emission appearing in He iiλ4686, Hα and the other hydrogen Balmer lines can
be explained as stellar photons absorbed and re-emitted with a doppler shift corre-
sponding to the velocity of the disc material falling onto the surface of the star (in
a process similar to that which occurs in a stellar wind but with blue-shifted emis-
sion and red-shifted absorption). As density in the disc is very high then a strong
blue-shifted emission will appear. At phase 0.5, when the disc is seen face-on the
blue-shifted emission disappears. The emission appearing in the red wings of the
former lines could be explained as the e�ect of the scattering of stellar photons by
the wind material con�ned by the magnetic �eld and accreting onto the disc (see
�gure 6.10).

The disc will also have continuum emission that will a�ect the total continuum 
ux
received from the star. This e�ect will be maximum when the disc is face-on be-
cause the emitting region is larger at this phase. The variability observed in He i,
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Figure 6.11 — This figure illustrates the geometry proposed for θ1 OriC corresponding to
two different phases (φ =0 and 0.5). See text for a further explanation. This model considers
that the stellar wind is confined by a dipolar magnetic field through the magnetic equator.
Consequently, a cool disc with material falling back to the stellar surface is formed. The
magnetic pole is inclined 45◦ from the rotation axis (which is inclined 45◦ from the line of
sight). Top: Phase zero: the disc is seen edge on. Bottom: Phase φ =0.5: the disc is seen
face on.

He ii and metal lines (except for the emission in He iλ4686) is only a consequence
of this e�ect. As the total continuum 
ux is varying with the phase, the normalized
spectrum will be a�ected. All absorption lines will be arti�cially weaker when the
disc continuum emission is at maximum.

This variability in the lines can allow us to estimate the amount of continuum 
ux
that comes from the disc, and then the visual magnitude variability. By assuming
that at phase zero the lines are not a�ected by the continuum emission from the
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disc, we have scaled the spectra at the other phases to �t in the former spectrum;
the scaling factor (f) will be related to the ratio of visual 
uxes (i.e. the di�erence
in magnitudes) between the stellar component and the stellar+disc contribution:

yi = (y0 − 1)f + 1 (6.1)

∆mi = 2.5 logf (6.2)

where yi and y0 are the normalized 
ux values for the core of a given line at phases
φi and φ0 respectively, and f the scaling factor applied to the spectrum in phase φi

to �t the reference spectrum. See Appendix B for further description of this e�ect.
From this study we would expect a variability of ∼0.16 magnitudes (see Figure 6.12).
Kukarkin et al. (1971), in their catalogue of suspected variable stars, found a change
in mv of 0.06 magnitudes (5.10 - 5.16) for θ1 Ori C. Hipparcos has also classi�ed this
star as variable; although Hipparcos data do not show any clear pattern, the median
magnitude in Hipparcos system is 4.61 mag and the variability of this magnitude
varies between 4.56 and 4.70, that is in agreement with our study.

Figure 6.12 — Magnitude variability expected from the study of the He iiλ5411 line. The
other He i-ii lines follow a similar behavior. The presence of a disk could be responsible of
this variability (see text for details). The solid line corresponds to a sinusoidal curve with a
maximum change in mv of 0.16, presented for comparison.
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6.5.3 Determination of the v sin i of θ1 OriC

It is very important to have a good determination of the projected rotational velocity
of this star as it is supposed that the spectral variability of θ1 Ori C is related with
its rotation. The derived v sin i should be independent on the phase and should be
coherent with a period of ∼15.4 days.

In Section §6.5.2, it has been shown that the pro�les of metal as well as He i and
He ii lines are dependent on the phase, however this is only an arti�cial dependence
due to the presence of the disk. Once the spectra of di�erent phases are corrected
for the e�ect of dilution by the disc continuum emission, all the metal, He i and
He ii lines are independent of the phase (except those related to the line emission
from the disc, see Figure 6.10).

Previous determinations by Stahl et al. (1996) and Howarth et al. (1997) im-
ply too large projected rotational velocities (50 km s−1 and 56 km s−1 respectively)
to be consistent with a rotational period of ∼15.4 days. They argue that an extra
broadening may be a�ecting the lines in the spectrum of this star. The Fourier
method allows us to separate pure rotational broadening from other broadening
mechanisms a�ecting the shape of the lines. This method has been applied to some
metal lines at phase φ∼ 0 (see Table 6.5), deriving a v sin i = 24± 3 km s−1. Figure
6.13 shows an example of the application of the Fourier method in the determination
of the v sin i of θ1 Ori C.

Table 6.5 o�ers a comparison of v sin i values obtained with the Fourier and fwhm
methods. It can be seen that the Fourier method gives more consistent values for all
considered lines. Di�erences within the fwhm method may reach a factor of 2 and,
in fact, some problems are found when trying to �t the pro�le of some of the lines
with a gaussian pro�le for measuring their linewidth. The derived value for v sin i
through the Fourier method is also more coherent with a O7V star rotating with
a 15.422 days period. Considering R∼ 11 R¯, the upper limit for v sin i is ∼ 35
km s−1 and therefore the inclination of the rotational pole is i∼ 45◦, in agreement
with the models proposed by Stahl et al. (1996) and Donati et al. (2002) (see also
next section).

The di�erences found between the v sin i derived from both methods imply that
the lines are a�ected by an extra broadening. In next section it will be shown
that this extra broadening is needed to �t the synthetic H and He lines with the
observations.
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Line v sin i (km s−1)
Fourier fwhm

C iii 4056 23 42 ± 10

N iii 3998 23 28 ± 7
N iv 4057 22 33 ± 7
N iv 5200 20 32 ± 10

Si iv 4089 23 62 ± 14
Si iv 4654 30 47 ± 10

O iii 4081 21 52 ± 10
O iii 4376 26 31 ± 4
O iii 4435 25 32 ± 5
O iii 4454 27 34 ± 4
O iii 5592 25 45 ± 6

Table 6.5 — Projected rotational velocities derived through Fourier and fwhm methods
for some metal lines present in the spectrum of θ1 Ori C. Values were derived at phase 0.972
(see explanation in text).

Figure 6.13 — Fourier analysis of the N iv λ4057 line in θ1 OriC (phase 0.972). A
v sin i =22 km s−1 is inferred from the first zero in the Fourier transform.
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6.5.4 Modeling of θ1 OriC

Once the spectral variability of θ1 Ori C is understood and its v sin i has been derived,
we can proceed to model its stellar atmosphere and wind through the observed spec-
trum of the star. The lines used for this analysis are shown in Figure 6.14; basically
they are the ones used in the other analyses plus He i 5875 �A. Some of the lines are
contaminated by emission from the disc (see Sect. §6.5.2), so this must be taken
into account. The Hδ and Hγ lines have been selected as the most reliable lines
for deriving log g (they are less contaminated than Hβ and Hα); The whole set of
He i-ii lines has been considered except He iiλ4686; however it must be taken into
account that the strength of all these lines vary with the phase. Phase 0.972 will be
used for determining the stellar parameters (the e�ect of the continuum emission of
the disc is assumed to be smaller at this phase, see Section §6.5.2).

Although in Section §6.5.3 it has been shown that the rotational velocity (derived
from Fourier analysis) is∼ 24 km s−1, when this broadening is considered all synthetic
lines appear narrower than the observed ones. Even if we try to solve the problem
by means of a di�erent v sin i value, it does not work because then the shape of the
synthetic line pro�les do not �t the observed ones (the cores of the modeled pro�les
are too wide when the fwhm of the He lines is �tted). An extra-broadening mech-
anism with a di�erent characteristic pro�le has to be included. When a gaussian
macroturbulent broadening (Gray 1973) is used, the �t clearly improves. However in
this case the H i and He ii lines cannot be �tted simultaneously with the He i ones;
when the former are �tted (for a Teff = 39000 K), some of the synthetic lines in the
latter appear stronger and narrower than observed. A better �tting for the He i lines
is obtained if a higher Teff if considered, but then the synthetic He ii lines appear too
strong. There is no way to solve this problem in this region of the parameter space ei-
ther by changing the rotational velocity, the macroturbulence or the microturbulence.

In section 6.4.2, Figure 6.8 shows that the �tting of the He i-ii lines could follow a
similar behavior in the case of the O7V star HD 47839 (selected as reference star). A
variation of 1000 K in the e�ective temperature change strongly the strength of the
He i lines. For this spectrum it also occurs that when the He i lines appear �tted,
the He ii lines are slightly stronger than observed, and if the He ii lines are �tted,
the He i lines are stronger than observed.

Puls et al. (2005) have shown that there is a discrepancy for the He i singlets
between the synthetic Fastwind and cmfgen lines for e�ective temperatures be-
tween 36000 and 41000 K (being the cmfgen pro�les shallower). Therefore the He i
triplet system can be considered more reliable (i.e. the He iλ4471 line). Knowing
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this discrepancy, we have considered the He iλ4471 line for the �tting with Fast-
wind synthetic pro�les.

Our best model corresponds to Teff = 39000± 1000 K and log g = 4.1 dex. From
these values, the modeled spectral energy distribution and Mv = -4.9± 0.3, a stellar
radius R = 9.9± 1.5 R¯ is derived, and then an inclination of the rotational axis of
i = 44± 12◦. This value is in agreement with previous independent studies (Stahl
et al. 1996; Donati et al. 2002), although our derived v sin i is more reliable and
our radius is not obtained from a SpT - R calibration but is a result of the spectral
analysis of the star.
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Figure 6.14 — HHe analysis of HD37022 (θ1 OriC, O7Vp) at phase φ =0.972. The solid
black line corresponds to a model with Teff =39000 K, log g =4.1, ε =0.09, ξt =5 km s−1

and log Q =-13.0; the dashed blue line corresponds to a model with Teff =40000 K (same
remaining parameters). A v sin i =24 km s−1 and a macroturbulent velocity of 60 km s−1

have been considered. The observed line strengths has been increased by a factor 1.1 to
correct for the effect of the disc continuum emission (see text for explanation).
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6.6 Stellar abundances in Orion B0.5V stars

Three of the stars studied in Orion are perfect targets for a stellar abundance analy-
sis as they have many narrow unblended lines. These are HD 37020, HD 37023 and
HD 37042 (θ1 Ori A, θ1 Ori D and θ2 Ori B respectively), three B0.5V stars. Following
the methodology presented in Chapter 3 and the guidelines resulting from the study
of the B0.2V star τ Sco (Chapter 5), a very detailed oxygen and silicon abundance
study has been performed for these stars. The main purpose of this study is to com-
pare the stellar results with those obtained from the analysis of the nebular spectrum.

The other two Orion stars have been ruled out: HD 37041 (θ2 Ori A) has a rela-
tively high projected rotational velocity, so metal lines are broadened and then they
appear blended; HD 37022 (θ1 Ori C), being an O7V star, does not have enough
oxygen and silicon lines for an accurate abundance analysis.

For comparison purposes, a similar analysis has been done for two reference stars:
the O9V star 10Lac, and the previously mentioned B0.2V star τ Sco.

6.6.1 Oxygen abundance determination

In Chapter 5 it was shown that it is important to choose a suitable set of lines to
derive reliable stellar oxygen abundances. For this aim, the slow rotating star τ
Sco was used. The set of O ii lines used for the abundance analyses of the Orion's
targets and the other two reference stars (by means of Fastwind and the oxygen
model atom A10HHeO23-3) is presented in Table 6.6. The bulk of the suitable lines
comes from transitions between con�gurations 2p2 (3P) 3s - 2p2 (3P) 3p | multi-
plets 64, 65 and 72 |, and 2p2 (3P) 3p - 2p2 (3P) 3d | multiplets 90, 148 and
130 |. As commented in Section §5.3.2 (Chapter 5), lines coming from multiplets
118, 161 and 188 are not considered in the analyses. Although lines from multiplet
90 (O iiλλ 4072, 4076, 4078, located in a spectral range where the τ Sco caspec
spectrum has lower SNR) do not give coherent results in the analysis of the τ Sco
caspec spectrum, this is not the case for the Orion stars, therefore they will be
included in the analyses of these stars. Note that some of the lines that appear
unblended in the spectrum of τ Sco cannot be used in the analyses of the other
stars; they have larger rotational broadening and then appear blended (or lie in the
wings of H or He lines).
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The microturbulence derived from the zero slope for each one of the studied stars
is presented in Table 6.6. This table also summarizes the observed equivalent widths
of the various lines along with the line abundance values obtained for the consid-
ered microturbulence. A �nal abundance value for each star is calculated through a
weighted mean of the linear individual line abundances (10 εi−12). The contribution
of the uncertainty in the microturbulence to the total oxygen abundance uncertainty
is, for these cases, ∼ 0.05 dex. In Chapter 5 it was shown that the uncertainty due
to a change of 1000 K in e�ective temperature and 0.1 dex in log g is ∼ 0.08 dex
and ∼ 0.01 dex respectively. All these sources of error are added quadratically for
deriving the �nal abundance uncertainty.

6.6.2 Silicon abundance determination

A di�erent approach has been used to derive the silicon abundances. In this case,
only three Si iii lines are considered reliable for the abundance analysis (see below).
However, there are also two or three Si iv lines that complete the set of silicon
lines. In Chapter 5 the problems that appear in the silicon abundance analysis of
early B main sequence stars were commented (i.e. the di�erent abundances given by
the Si iiiλλ 4552, 4567, 4574 and Si iiiλλ 4813, 4818, 4828 triplets, and the smaller
microturbulence derived from the silicon and oxygen line analysis). There, it was
decided to use the Si iiiλλ 4552, 4567, 4574 triplet and the microturbulence derived
from them for deriving the silicon abundance. It is also important, when deriving
silicon abundances from Si iii and Si iv lines, that the Si iv/Si iii ionization equilib-
rium should be ful�lled.

Tables 6.7 to 6.10 show the silicon abundances resulting from the analysis of the
Si iii and Si iv lines for di�erent values of Teff and log g in the Orion stars and
10 Lac. The corresponding table for τ Sco has been presented in Chapter 5 (Table
5.8). For all the cases a microturbulence of ∼ 1 km s−1 is derived, so ξt = 1 km s−1

is the value used for the analyses. The �nal silicon abundances refer to the ionization
equilibrium value.

HD37020: The Si iii/Si iv ionization equilibrium is achieved for Teff = 30000 K
and log g = 4.1 dex (in agreement with the values derived from the HHe
analysis). The �nal silicon abundance is ε(Si) = 7.55

HD37023: The Si iii/Si iv ionization equilibrium is achieved for Teff = 31000 K
and log g = 4.2 dex (vs. Teff = 32000 K, log g = 4.2 dex, derived from the
HHe analysis). The �nal silicon abundance is ε(Si) = 7.45
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HD37042: The Si iii/Si iv ionization equilibrium is achieved for Teff = 29000 K
and log g = 4.1 dex (in agreement with the values derived from the HHe
analysis). The �nal silicon abundance is ε(Si) = 7.64

τ Sco: The Si iii/Si iv ionization equilibrium is achieved for Teff = 31000 K and
log g = 4.0 dex (vs. Teff = 32000 K, log g = 4.0 dex, derived from the HHe
analysis). The �nal silicon abundance is ε(Si) = 7.67

10 Lac: The Si iii/Si iv ionization equilibrium is achieved for Teff = 34000 K and
log g = 3.8 dex (vs. Teff = 36000 K, log g = 3.9 dex, derived from the HHe
analysis). The �nal silicon abundance is ε(Si) = 7.65

log g = 4.0 dex log g =4.2 dex

Teff =29000 K Si iii : 7.44± 0.05 Si iii : 7.38± 0.03
Si iv : 7.77± 0.08 Si iv : 7.83± 0.05

Teff =30000 K Si iii : 7.57± 0.03 Si iii : 7.50± 0.04
Si iv : 7.47± 0.05 Si iv : 7.60± 0.06

Teff =31000 K Si iii : 7.65± 0.02 Si iii : 7.65± 0.04
Si iv : 7.47± 0.05 Si iv : 7.37± 0.06

Table 6.7 — Effect of varying the stellar parameters on the silicon abundances in the anal-
ysis of HD37020. Si iii and Si iv analysis has been considered separately for a microturbulence
of 1 km s−1. Uncertainties correspond to the dispersion in line abundances.

log g = 4.0 dex log g =4.2 dex

Teff =31000 K Si iii : 7.51± 0.03 Si iii : 7.47± 0.04
Si iv : 7.28± 0.06 Si iv : 7.43± 0.06

Teff =32000 K Si iii : 7.68± 0.03 Si iii : 7.64± 0.03
Si iv : 7.11± 0.05 Si iv : 7.25± 0.06

Teff =33000 K Si iii : 7.92± 0.03 Si iii : 7.81± 0.03
Si iv : 6.98± 0.06 Si iv : 7.12± 0.06

Table 6.8 — As Table 6.7 for HD37023
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log g =4.0 dex log g =4.2 dex

Teff =29000 K Si iii : 7.76± 0.05 Si iii : 7.62± 0.03
Si iv : 7.65± 0.08 Si iv : 7.75± 0.05

Teff =30000 K Si iii : 7.76± 0.02 Si iii : 7.74± 0.03
Si iv : 7.38± 0.06 Si iv : 7.51± 0.06

Teff =31000 K Si iii : 7.80± 0.02 Si iii : 7.89± 0.03
Si iv : 7.11± 0.07 Si iv : 7.28± 0.06

Table 6.9 — As Table 6.7 for HD37042

log g =3.8 dex log g =4.0 dex

Teff =34000 K Si iii : 7.63± 0.04 Si iii : 7.47± 0.05
Si iv : 7.67± 0.07 Si iv : 7.67± 0.06

Teff =35000 K Si iii : 7.91± 0.05 Si iii : 7.80± 0.05
Si iv : 7.71± 0.06 Si iv : 7.67± 0.06

Teff =36000 K Si iii : 8.28± 0.10 Si iii : 8.14± 0.06
Si iv : 7.79± 0.06 Si iv : 7.71± 0.06

Table 6.10 — As Table 6.7 for 10 Lac

6.6.3 Oxygen and silicon abundances in the reference stars

Stellar abundances for the reference stars have been derived elsewhere in the liter-
ature (τ Sco { Hardorp & Scholz 1970, Kane et al. 1980, Peters & Polidan 1985,
Sch�onberner et al. 1988, Becker & Butler 1988, Kilian 1992, Martin 2004, see Table
6.11; 10 Lac { Sch�onberner et al. 1988, Becker & Butler 1988, Gies & Lambert
1992, Da
on et al. 2001, Villamariz et al. 2002, see Table 6.12). Tables 6.11 and
6.12 summarize the oxygen and silicon abundances appeared in the literature for
these stars. The abundances derived in this work are also presented for comparison.

For the case of τ Sco, the derived value for the oxygen abundance is compati-
ble with previous results but a bit higher than most of them. This di�erence can
be easily explained taking into account that for this range of stellar parameters, the
oxygen abundance derived through O ii lines is very sensitive to a change in Teff

and log g (the lines become fainter when a higher Teff is considered and then the
derived oxygen abundance is higher). As mentioned before, the di�erence in the
derived oxygen abundance due to a change of ∼ 1000 K in Teff (around 32000 K) is
∼ 0.08 dex.
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In the case of 10 Lac, there are less O ii lines available for the analysis. The weak-
est O ii lines present in the spectra of the early B-type main sequence stars are
even weaker (and hence can be hardly distinguished from the noise) in this O9V
star. Nevertheless, it is still possible to obtain the microturbulence and the oxygen
abundance from the remaining strong lines. The dependence of the strength of
these lines on the stellar parameters is somewhat larger than those of the early B
stars, which results in a larger uncertainty associated with the �nal abundance (a
change of 1000 K in e�ective temperature implies a ∆log ε(O)∼ 0.18). Additionally,
the adopted microturbulence may a�ect drastically the �nal abundance (see Section
§5.4.1, Chapter 5). Taking into account these considerations, it can be concluded
that the oxygen abundance derived in this work is consistent with the other results
presented in the literature.

The derived oxygen abundance for 10 Lac is somewhat larger than that obtained
for τ Sco. Note that this di�erence may disappear if a somewhat lower Teff is con-
sidered for 10 Lac. In Section §6.6.2 it has been shown that the Si iv/Si iii ionization
balance is sometimes achieved for a somewhat lower temperature than obtained by
He ii/He i. Considering a Teff = 35000 K the corresponding derived oxygen abun-
dance for 10 Lac would be ε(O) = 8.66 dex (a value that would be in agreement with
that obtained fro τ Sco).

One has to be very careful when comparing silicon abundance values from di�erent
studies. In Chapter 5 (Section §§5.4.1) it has been shown that the mean value given
by the Si iiiλλ4552, 4567, 4574 triplet is very dependent on the adopted microtur-
bulence (up to 0.3 dex smaller when the microturbulence changes from 1 km s−1 to
5 km s−1). Therefore, the �nal silicon abundance is very dependent on the criterion
considered for adopting the microturbulence. We have adopted a microturbulence
of 1 km s−1 (this is the value which produces a zero slope for the Si iiiλλ4552,
4567, 4574 triplet) for deriving the silicon abundances. This is the main reason why
our results produce larger silicon abundances in comparison with other works. These
studies are using the microturbulence derived from the O ii lines analysis, that is
somewhat larger; therefore their �nal silicon abundances are smaller than the values
we derive.

Additionally, if only Si iii lines are used, the uncertainty associated with the sili-
con abundance due to uncertainties in the derived stellar parameters is ∼ 0.2 dex
(see Section §5.4.2). In this work, the �nal silicon abundance has been determined
using both Si iii and Si iv lines, and hence the �nal abundance is better constrained.
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Work Teff (K) log g ε(O) ε(Si) ξt (km s−1)

Hardorp & Scholz 30900 4.05 8.70 7.60 —
Kane et al. 30300 3.95 8.6 — —

Peters & Polidan 31500 4.3 8.72± 0.26 7.43± 0.4 —
Schönberner et al. 33000 4.15 8.5 — 5

Becker & Butler 33000 4.15 8.70± 0.19 (1) — 5

8.63± 0.17 (2) — 10
Kilian et al. 31400 4.24 8.61± 0.12 7.40± 0.02 3

Martin 30000 3.75 8.58± 0.17 7.49± 0.32 7

This work 32000 4.0 8.70± 0.10 7.67± 0.20 (3) 8

Table 6.11 — Comparison of stellar parameters and abundances derived for τ Sco in pre-

vious studies found in the literature and in this work. (1) nlte, (2) lte. (3) A microturbulence
of 1 km s−1 has been considered for the silicon abundance determination.

Work Teff (K) log g ε(O) ε(Si) ξt (km s−1)

Schönberner et al. 38000 4.25 9.00 — —

Becker & Butler 38000 4.25 9.03± 0.18 (1) — 5

8.85± 0.28 (2) — 10

Gies & Lambert 34370 4.29 8.97± 0.29 (1) 7.19± 0.04 8

8.82± 0.28 (2) — 12

Daflon et al. 33720 4.42 8.58± 0.12 (1) 7.53± 0.04 11

8.64± 0.10 (2) 7.53± 0.03 11
Villamariz et al. 37500 4.00 8.69± 0.27 7.93± 0.21 22.5

This work 36000 3.9 8.86± 0.20 7.65± 0.20 (3) 7

Table 6.12 — Comparison of stellar parameters and abundances derived for 10 Lac in pre-

vious studies found in the literature and in this work. (1) nlte, (2) lte. (3) A microturbulence
of 1 km s−1 has been considered for the silicon abundance determination.
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6.6.4 Oxygen and silicon abundances in the Orion stars

Table 6.13 summarizes the derived oxygen and silicon abundances for the B0.5V
stars in Orion. These stars have been previously studied by Cunha & Lambert
(1992, 1994). These authors presented carbon, nitrogen, oxygen and silicon abun-
dances from lte and nlte analyses for these stars. Their results for the oxygen and
silicon abundances are also presented in Table 6.13. Finally, our derived abundances
for the reference stars are also presented for comparison.

The abundances derived for HD 37020, HD 37023 and HD 37042 are representa-
tive of the oxygen and silicon abundances associated with the stellar content of the
Orion nebula. From the study of the star HD 37023 slightly lower abundances have
been inferred (but still compatible with the other abundances). Note that in Section
§6.4.2 it was also shown that the �tting of the H and He lines in this star is not so
good as for the other B0.5V stars (observed lines appear slightly broader).

The oxygen and silicon abundances in the Orion stars are similar, though system-
atically lower, than those derived for the reference stars. The derived values are in
agreement with those obtained by Allende-Prieto et al. (2001) for the oxygen and
silicon solar abundances. This result, along with the agreement with the oxygen
nebular gas-phase abundance in the Orion nebula (see next Section) points towards
the disappearance of the "solar abundance discrepancy", which indicated that the
abundances from nearby H ii regions and local B stars were signi�cantly smaller than
the solar abundances.

Our oxygen abundances are systematically lower than the nlte abundances by
Cunha & Lambert (1994). In that paper these authors comment that the lte
abundances are slightly more reliable than the nlte abundances they present. The
di�erences between their lte abundances and our results are even higher. These
di�erences can be in part associated with the di�erent stellar parameters used for
the abundance analysis. While the stellar parameters which we use have been con-
sistently calculated with the same stellar atmosphere code used for the abundance
analysis, theirs are calculated using a photometric calibration. Since the Teff and
log g obtained by these authors are higher than ours (see Table 6.3), the oxygen
abundances they derive are obviously higher.

Contrarily, our silicon abundances are systematically larger than the nlte abun-
dances by Cunha & Lambert (1994). These authors base their results on the
Si iiiλλ4552, 4567, 4574 triplet. Additionally, they derive the microturbulence sep-
arately for O ii, N ii and Si iii and adopt a mean value for the abundance analysis of
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the various elements. The di�erence in the stellar parameters and the adopted mi-
croturbulence explain the discrepancy in the derived abundances (see Section §6.6.2).

We consider our values more reliable, since we have found a very good agreement
between the silicon abundances given by both Si iii and Si iv lines for those stellar
parameters.

Object N ξt (km/s) log(O/H)+12 N log(Si/H)+12

This work

HD149438 14 8.7± 1.2 8.70± 0.10 6 7.67± 0.20 (1)

HD214680 10 6.7± 1.6 8.85± 0.20 5 7.65± 0.20 (1)

HD37020 15 6.5± 1.3 8.65± 0.10 5 7.55± 0.20 (1)

HD37023 15 7.4± 3.0 8.59± 0.10 5 7.45± 0.20 (1)

HD37042 14 5.5± 2.0 8.64± 0.10 5 7.64± 0.20 (1)

Cunha & Lambert (lte)

HD37020 6 7.0 8.92± 0.05 3 7.40± 0.01
HD37023 7 7.5 8.76± 0.04 4 7.34± 0.07
HD37042 7 6.0 8.97± 0.04 4 7.67± 0.01

Cunha & Lambert (nlte)

HD37020 7 5.0 8.83± 0.12 3 7.16± 0.05
HD37023 6 7.0 8.87± 0.08 4 7.18± 0.08
HD37042 6 6.0 8.85± 0.06 4 7.33± 0.08

Allende-Prieto et al. (Sun)

8.69 7.54

Table 6.13 — Oxygen and silicon abundances for the three B0.5V stars inside the Orion
nebula and the reference stars τ Sco (HD149438, B0.2V) and 10Lac (HD 214680, O9V).
lte and nlte abundances derived by Cunha & Lambert (1994) for the Orion stars and the
solar abundances from Allende-Prieto et al. (2001) are also presented for comparison. (1) A
microturbulence of 1 km s−1 has been considered for the silicon abundance determination (see
text).
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6.7 Comparing with nebular results

Much work has been devoted to studying the chemical abundances of the Orion neb-
ula from optical lines (viz. Peimbert & Torres-Peimbert 1977; Rubin et al. 1991;
Baldwin et al. 1991; Osterbrock et al. 1992; Esteban et al. 1998) or even ultravi-
olet and infrared lines (viz. Rubin et al. 1993; Simpson et al. 1998).

The most complete and recent analysis is that of Esteban et al. (2004), who
used a wide variety of collisional and recombination lines from high resolution, wide
wavelength coverage spectroscopic observations obtained with vlt - uves. These
authors derived ionic abundances of O + and O 2+ from collisionally excited lines
(cels). Additionally, the large sensitivity and spectral coverage of their spectro-
scopic observations allowed them to obtain values for those ions from recombination
lines (rls).

The �nal oxygen gas-phase abundance that Esteban et al. (2004) propose is
ε(O) = 8.65± 0.03 dex. This value is calculated considering the O 2+ abundance
derived from rls, and the O + abundance calculated with cels and a temperature

uctuation parameter t2 = 0.022.

Our stellar oxygen abundances are in very good agreement with those obtained
by Esteban et al. (2004) for the gas-phase. This is an important result due to
the fact that the same oxygen abundance has been obtained through the study of
two di�erent astrophysical objects. Additionally, this result suggest a low amount
of oxygen depleted onto dust grains for the Orion nebula.

In a previous work (Esteban et al. 1998), these authors estimate the dust de-
pletion by comparing Si and Fe nebular abundances with those obtained by Cunha
& Lambert (1994) for B stars in the Orion association. Taking into account that
correction, the �nal gas+dust oxygen abundance Esteban et al. (2004) propose is
ε(O) = 8.73± 0.03 (an oxygen abundance correction by dust ∼ 0.08 dex is applied).
This dust+gas corrected oxygen abundance seems to be too high compared with
our stellar abundances, although still marginally consistent within the uncertainties.

The determination of gas-phase silicon abundances in H ii regions depends strongly
on fuv observations (for this element, the most important lines are Si iii] λλ1883,
1892 �A, and Si ii] λλ2335-50 �A), and the assumption of icfs from theoretical mod-
els. In the case of the Orion nebula, models by Rubin et al. (1991) and Baldwin et
al. (1991) predict that Si 2+ is the dominant ionization state of Si with fractional
ionization of 0.79 and 0.83, respectively. Rubin et al. (1993) have determined the



142 CHAPTER 6. Massive stars in the Orion nebula

Si abundance of the Orion nebula gas-phase, using the Si iii] lines from iue obser-
vations. They argue that the gas-phase abundance ratio Si/C may be determined
more reliably than the ratio of either C or Si relative to H, so the Si abundance value
they estimated is obtained from Si/C = 0.016 and C/H = 2.8 x 10−4 ratios. The �nal
value they propose is ε(Si) = 6.65. Garnett et al. (1995) propose a range for the
silicon abundance in Orion between 6.60 and 7.15 dex. These authors use the same
Si iii] lines, but infer the �nal silicon abundance through the ratios Si/C, C/O and
O/H. For the Si/C ratio they use a di�erent icf than Rubin et al. (1993), deriving
a signi�cantly higher value. For C/O and O/H they assume the possibility of con-
sidering the e�ect of temperature inhomogeneities (by means of the parameter t2).

Our stellar silicon abundance is larger that the proposed values for the nebular
gas-phase silicon abundance (even taking into account the uncertainties). This re-
sult, along with the fact that from the comparison of stellar and nebular gas-phase
oxygen abundances a small depletion of oxygen onto dust grains could be inferred,
could suggest that the molecules that Esteban et al. used to estimate the O dust
depletion in Orion cannot be present in large amounts in this nebula. Consequently,
Si, Mg and Fe have to form other molecules without oxygen.

Object N ξt (km/s) log(O/H)+12 N log(Si/H)+12

This work

HD37020 15 6.5± 1.3 8.65± 0.10 5 7.55± 0.20 (1)

HD37023 15 7.4± 3.0 8.59± 0.10 5 7.45± 0.20 (1)

HD37042 14 5.5± 2.0 8.64± 0.10 5 7.64± 0.20 (1)

Esteban et al. (2004)

Gas-phase 8.65± 0.03 (a) —

Gas+dust (assumed) 8.73± 0.03 (b) —

Other nebular studies (M42)

Peimbert & Torres-Peimbert (1977) 8.75 (c) —

Rubin et al. (1991) 8.60 (d) —

Rubin et al. (1993) — 6.65 (e)

Osterbrock et al. (1992) 8.47 (f) —

Garnett et al. (1995) — 6.60 - 7.15 (g)

Table 6.14 — Comparison of oxygen and silicon abundances derived through stellar and

nebular studies. (1) A microturbulence of 1 km s−1 has been considered for the silicon abun-
dance determination (see Table 6.13). (a) O 2+ from rls, and O + from cels and t2 =0.022.
(b) an oxygen abundance correction by dust ∼ 0.08 dex is applied (c) cels and t2 =0.035; (d)

model; (e) uv Si iii] lines + icf; (f) cels and t2 =0; (g) uv Si iii] lines + icf;
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El valor y la utilidad de un experimento
dependen de lo apropiado que sea el material

para el objeto con que se emplea.
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M43 is an apparently spherical H ii region ionized by a single star (HD37061, B1V).

This well resolved H ii region has been selected to build a tailored model of the nebula,

comparing photoionization code results with many different observational constraints.

The stellar parameters and the emergent flux of the ionizing star have been derived from

a detailed spectroscopic analysis of HD37061 by means of state-of-the-art stellar atmo-

sphere codes. Photometric and morphological nebular parameters have been obtained

from narrow band imagery. Finally, results from long-slit nebular spectral observations

at different positions along the nebula have allowed us to derive the physical parameters

and abundances of the nebular gas-phase as well as to use the ratio of several nebular

lines as constraints for the photoionization model.

7.1 Introduction

The de Marian's nebula (M43, NGC1982) is an apparently spherical Galactic
H ii region ionized by a single star (HD 37061, B1V). It is located at the North

of the well known Orion nebula (M42, see Figure 2.7 in Chapter 2). Its distance
from Earth is assumed to be ∼ 450 pc, similar to its companion nebula, which results
in an apparent projected size of ∼ 5 x 5 arcmin.

143
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Despite that this nebula (along with
the Orion nebula) has been exten-
sively observed for many years, this
is not a very well studied H ii re-
gion. Thum et al. (1978), Smith
et al. (1987) and Subrahmanyan
(1992) explored M43 in the radio and
infrared. The most recent studies
are those by Rodr��guez (1999, 2002),
who analyzed long-slit optical spectro-
scopic data in �ve di�erent slit posi-
tions along the nebula, deriving the
physical parameters (Te and Ne) and
O, S, Cl, N, Ar, He, C and Fe abun-
dances of the nebular gas.

Figure 7.1 — False color image of M43
constructed with the combination of sev-
eral int-wfc images.

M43 appears to be a good example of a standard "spherically symmetric H ii region
around a single ionizing star". Moreover, the energy balance of the nebula can be
studied without any assumptions about the number and type of the exciting stars.
Therefore it is a perfect target for developing a detailed study of the interplay be-
tween massive stars and their surrounding interstellar medium, as well as testing
the predictions of the stellar atmosphere codes of hot stars using observed nebular
constraints in an extremely well de�ned situation.

The present chapter describes a very detailed study of the galactic H ii region M43
and its ionizing source, the B1V star HD 37061. The chapter is structured as fol-
lows: the stellar model atmosphere codes Fastwind and Wm-basic are used in
Section §7.2 to perform a spectroscopic analysis of the ionizing star, deriving its
stellar parameters and modeling its spectral energy distribution. In Section §7.3,
some int - wfc narrow band images are used to photometrically characterize M43,
deriving its size, total Hα luminosity and surface brightness pro�les in various nebular
lines. In Section §7.4, nebular spectra in various slit positions along the nebula are
used to derive its physical parameters and gas-phase abundances. Finally, all this
information is considered in the modeling of the nebula with the photoionization
code Cloudy. In Section §7.5, various models are compared with the observa-
tional constraints. This section also presents a comparison with the predictions of
the pseudo-3D code Cloudy-3d. Finally, a summary and the conclusions of this
work are presented in Section §7.6.
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7.2 Spectroscopic analysis of the ionizing source

HD 37061 (NU Ori, Par 2074) is the ionizing source of M43. This is a B1V variable
star (mv = 6.50 - 7.80, Kukarkin et al. 1971) with a period of 19d.139 (Abt et al.
1991). Using bispectrum speckle interferometry, Preibisch et al. (1999) found a
companion at ∼ 470 mas with a 
ux ratio in the K-band of 0.03± 0.02.

The spectroscopic observations of HD 37061 were carried out with the Isaac Newton
2.5 m. Telescope (int) at El Roque de los Muchachos observatory in La Palma in
21th of December 2002 (see Chapter 2 for details). The observed spectrum covers
the spectral region between 4000 and 5050 �A and the Hα region with an e�ective
spectral resolution R∼ 8000 and SNR∼ 200-300.

7.2.1 Stellar parameters

The v sin i of the star has been determined applying the Fourier method to the He
lines, obtaining a v sin i = 220 km s−1. The stellar parameters of this B1V star have
been derived through a visual comparison of the observed H , He i and He ii line
pro�les with those synthetic ones obtained with Fastwind (following the habitual
technique presented in Chapter 3). It has been found that the observed H Balmer
lines are systematically stronger than the synthetic ones (both the He i and He ii
lines are a�ected in the same way). This is an e�ect that appears in binary systems
when the cooler and smaller component partially eclipses the hotter component.
The global combined 
ux is lower than that corresponding to the primary if it was
isolated, hence the normalized spectrum is a�ected, resulting on an increase of the
strength of the lines1. In addition, since there is not any line from the companion
appearing in the observed spectrum, it can be assumed that the 
ux of the secondary
is negligible compared with the primary 
ux.

It is not easy to determine the actual correction factor that has to be applied to
the observed normalized spectrum. This depends on the ratio of the e�ective tem-
peratures and radii of the two components as well as the area of the primary star
eclipsed by the secondary (see Appendix B). However, the cores of the Hδ and Hγ

lines can be used for correcting this e�ect by comparing them with synthetic lines
from a stellar atmosphere model. The strength of these lines is not much a�ected
by changes in Teff , log g, ε(He) or wind characteristic (if these changes are not very
strong). As shown in Figure 7.2 the cores of these lines are also less a�ected by
the emission nebular lines. A correction factor f ∼ 0.85 has to be applied to the
observed spectrum to obtain agreement between synthetic and observed Hδ and Hγ

1This effect is more extensively described in Appendix B
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lines. This correction factor suppose a di�erence in visual magnitude of ∼ 0m.17
between this phase and that in which the primary eclipses the secondary. Kukarkin
et al. (1971) observe a maximum variation in the visual magnitude of 1m.3, hence
the latter value is compatible with a partial eclipse of the primary. When this cor-
rection factor is applied the whole set of H and He i-ii synthetic lines �ts perfectly
the observed pro�les for the parameters shown in Table 7.1. This table also shows
the remaining stellar parameters that result from the spectral analysis of HD 37061.

Figure 7.2 — Fitting of the observed H and He i-ii stellar optical lines with the synthetic
Fastwind profiles for two different values of Teff and log g. The core of the Hα and Hβ lines
are clearly contaminated by the narrow nebular emission component. The blue wing of the
Hα line is affected by a broad diffuse interstellar band (see Chapter 2); the wings of the Hγ

and Hδ lines are contaminated by very broad Si iv and O ii stellar absorption lines, due to the
high v sin i of this star.
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Teff 32000± 1000 K
log g 4.1± 0.1 dex
ε(He) 0.09

ξt 5 km s−1

log Q -13.5

mv 6.84± 0.01
Av 2.09± 0.03
Mv -3.5± 0.3

R (R¯) 6.1± 0.8
logL/L¯ 4.54± 0.13
M (M¯) 17± 6

Table 7.1 — Stellar parameters derived
through the analysis of the optical spectrum
of HD37061. Photometric data are from
Preibisch et al. (1999). Mv has been cal-
culated assuming a distance to the nebula
d =450± 50 pc.

Teff 32000 K
log g 4.1 dex

R 6.1 R¯
ε(He) 0.09

κ 0.188
α 0.599
δ 0.10

logL/L¯ 4.54
M (M¯) 17.1

Ṁ (M¯ yr−1) 0.49 x 10−7

v∞ (km s−1) 2300

Table 7.2 — Input parameters consid-
ered in Wm-basic model (top). The second
set of parameters (bottom) are derived by
the code from the previous input parame-
ters.

7.2.2 Spectral energy distribution

The derived stellar parameters (Teff , log g and R) have been used as input in Wm-
basic (Pauldrach et al. 2001) to obtain a detailed emergent spectral energy distri-
bution for HD 37061. No wind shocks were considered in the model and the initial
set of force multiplier parameters were selected to produce values for Ṁ and v∞
to be consistent with the value of logQ = -13.5 used in Fastwind model. Table
7.2 summarizes the input parameters considered in Wm-basic model along with the
other inferred stellar and wind parameters.

Figure 7.3 shows a comparison of the emergent 
uxes from Wm-basic and Fast-
wind in the Lyman continuum range (λ< 912 �A). The 
uxes have been normalized
to correspond to the e�ective temperature at the photospheric radius. In order
to allow for a meaningful comparison between Wm-basic and Fastwind modeled
seds, the high resolution frequency grid provided by Wm-basic has been re-mapped
while keeping the corresponding 
ux-integrals conserved (see Chapter 3, §3.4.2).
Four di�erent 
uxes have been plotted in the �gure: (a) original Wm-basic model
with line-blanketing, (b) smoothed Wm-basic line-blanketed model, (c) Fastwind
model with an approximated treatment of line-blanketing, (d) blackbody with a
temperature T = 32000 K, scaled to have the same number of Lyman continuum
photons than the previous models.
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Figure 7.3 — Modeled ionizing emergent flux distribution for HD37061 from Fastwind
and Wm-basic. The stellar parameters considered for the models are those presented in Table
7.1. Fluxes have been normalized to correspond to the effective temperature at the photo-
spheric radius. (Black) Original Wm-basic model with line-blanketing, (red) Fastwind model
with an approximate treatment of line-blanketing, (blue) smoothed Wm-basic model with
line-blanketing. Green curve represents the sed of a blackbody with Teff =32000 K, scaled to
have the same number of ionizing photons than Wm-basic model. Vertical dotted lines show
the ionization edges of H, He, Cl, O, S, and N in various ionization stages.

The agreement between the seds from both Fastwind and Wm-basic models
is rather well, except for some strong absorptions and emissions not considered in
Fastwind and the region below 300 �A (see Puls et al. 2005). The blocking pre-
dicted by Wm-basic between 300 �A and the He ii Lyman jump is stronger; below
this edge, Wm-basic also predicts a lower emergent 
ux (although the strength of
the He ii Lyman jump is quite similar in both cases). This di�erences should be
negligible in terms of the number of H 0 ionizing photons, but could be relevant for
the ionization of other ions. Table 7.3 shows the e�ect of these discrepancies over
the number of ionizing photons for several ions (Q(X+i)). Only those ions whose
ionization has consequences on the nebular lines used as observational constraints
in the modeling of M43 (see Section §7.5) have been considered. Results are better
illustrated in Figure 7.4, which shows the di�erence in logarithm between Q(X+i) for
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Fastwind Wm-basic Fastwind Wm-basic

(32000 K, 4.1 dex, 6.1 R¯) (31000 K, 4.0 dex, 6.3 R¯)

H 0 2.6e+47 2.4e+47 1.8e+47 1.5e+47
O 0 2.6e+47 2.3e+47 1.8e+47 1.4e+47
N 0 2.0e+47 1.8e+47 1.3e+47 1.1e+47
S + 6.7e+45 5.3e+45 3.7e+45 2.4e+45
Cl + 4.4e+45 4.0e+45 2.2e+45 1.7e+45
He 0 1.1e+45 1.4e+45 5.8e+44 5.7e+44
N + 1.6e+44 1.7e+44 7.9e+43 6.7e+43
O + 1.6e+43 1.8e+43 8.0e+42 8.1e+42

Table 7.3 — Number of ionizing photons for several ions predicted by Fastwind and
Wm-basic. Two models with different Teff and log g have been considered to study the effect
of the stellar parameters on Q(X+i).

the considered ions predicted by both models (smoothed blanketed Wm-basic model
is taken as reference). Two main discrepancies are found. The �rst one is related
to the presence of strong absorption lines in Wm-basic model, not considered in
Fastwind. This makes the number of ionizing photons associated with some ions
(viz. H 0, O 0, N 0, S +, Cl +) being larger for the case of Fastwind model (up to
25%). The emergent 
ux between Lyman He I edge and ∼ 300 �A is slightly lower
in Fastwind, producing the di�erence in number of ionizing photons for He 0, N +

and O +. Note that, although the largest discrepancies would be found for ions with
ionization edges below 300 �A (see Figure 7.3), these will produce negligible e�ects
in terms of the ionization structure of the nebula.

The effect of the stellar parameters

In Figure 7.2 it has been shown that two models with slightly di�erent Teff and
log g can �t the observed H and He optical line pro�les. Therefore it is important
to know which is the e�ect of a small variation of the stellar parameters (within
the uncertainties) on the emergent ionizing 
ux predicted by the stellar atmosphere
models. To this purpose, in Table 7.3 two extra columns with the various Q(X+i)
inferred from Fastwind and Wm-basic models with Teff = 31000 K and log g = 4.0
dex are presented for comparison. Both sets of models have di�erent radii, consid-
ering the respective seds and Mv = -3.5. The e�ect of the variation of Teff and
log g on Q(X+i) depends on the considered ion; for example, for this case there is
a di�erence ∼ 37% in Q(H0), but ∼ 60% for Q(He0). This is because the slope of
the emergent ionizing 
ux distribution also varies with the stellar parameters.
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Figure 7.4 — Comparison of the number of ionizing photons predicted by Fastwind and
Wm-basic for different ions (See text).

Therefore, the uncertainty associated with Q(H0) will take into account the un-
certainty in the stellar parameters along with that associated with the radius (due
to ∆Mv). A total uncertainty of 40% will be considered for this case. Note that
taking into account this uncertainty associated with the stellar parameters, it can
be concluded that the agreement between the number of hydrogen ionizing photons
predicted by both Fastwind and Wm-basic codes is quite good.

Comparing with other stellar atmosphere codes

Figure 7.5 compares the number of ionizing photons corresponding to the vari-
ous Wm-basic and Cmfgen models indicated in Table 7.4. The radii have been
calculated from the respective sed, assuming a Mv = -3.5. This Figure illustrates
that the number of Lyman continuum photons predicted by a Cmfgen model with
Teff = 31000 K and log g = 4.0 is ∼ 80 % larger than the one predicted by a Wm-
basic model with the same stellar parameters. The other Q(X+i) follow a similar
pattern.

Figure 7.6 shows some of the H and He lines used to derive the stellar parameters.
In this range of stellar parameters, the He i are quite insensitive to changes in Teff

or log g. This is not the case for the He ii lines. Although these lines are quite
weak, they are very sensitive to changes in the stellar parameters (i.e. the ionization
structure of the stellar atmosphere region where the lines are formed). In Figure
7.6 it can be seen that when two Cmfgen and Fastwind models with the same
stellar parameters are considered, Cmfgen model results in a stronger He iiλ 4200
line. To �t the line pro�les predicted by Cmfgen, Fastwind requires a model
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Cmfgen Fastwind

Teff(K) 31000 31000 33000
log g 4.0 4.0 4.1

R (R¯) 6.2 6.2 5.8
log L/L¯ 4.50 4.50 4.56
logQ(H0) 47.53 47.16 47.54

Table 7.4 — Cmfgen and Fastwind models used for the comparison presented in this
section.

with Teff = 33000 K and log g = 4.1. Therefore, since a Fastwind model with
Teff = 31000 K �ts the observed H-He optical spectrum of HD 37061, a somewhat
lower e�ective temperature than 31000 K would be derived with Cmfgen. This
may be related to the amount of blanketing that is considered by each code.

A better agreement between Q(H0) and the other Q(X+i) is found when predictions
from a Cmfgen model with Teff = 31000 K and log g =4.0, and from a Wm-basic
model with Teff = 33000 K and log g = 4.1 are compared. Therefore it can be con-
cluded that similar results can be achieved when the analysis is done consistently,
either by using Cmfgen or a combined use of Fastwind and Wm-basic2. Al-
though there is a di�erence in the Teff derived from both Cmfgen and Fastwind
codes, the Q(X+i) predicted by Cmfgen and Wm-basic for the corresponding Teff

values are quite similar (at least for the considered ions).

From this comparison it can be concluded that one has to be very careful when
comparing results from di�erent stellar atmosphere codes or even using these codes
as black boxes. For example, one should be aware that the Teff -Q(H0) calibration
may be slightly dependent on the stellar atmosphere code that has been considered.
Martins et al. (2005) �nd that Q(H0) values predicted by Cmfgen are somewhat
larger than the values predicted by Wm-basic for dwarfs with Teff ≤ 40000 K. The
study presented here reinforce the suggestion by these authors that the discrepancy
may be due to a shift in Teff .

2Note that Wm-basic aims mainly at the prediction of euv/uv fluxes and profiles. Optical
lines predicted by this code are not reliable for diagnostic purposes. Fastwind is hence used
to this aim.
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Figure 7.5 — Comparison of the number of ionizing photons predicted by Cmfgen and
Wm-basic for the ions considered in Figure 7.4. Red triangles compares the predictions of a
Cmfgen model with Teff = 31000 K, log g =4.0, R =6.1 R¯ and a Wm-basic model with the
same stellar parameters. Black squares compares the predictions of the same Cmfgen model
with a Wm-basic model with Teff =33000 K, log g =4.1, R =5.8 R¯.

Figure 7.6 — H, He i and He ii lines from Cmfgen and Fastwind models summa-
rized in Table 7.4. (Black) Cmfgen model with Teff =31000 K, log g = 4.0; (red) Fastwind
model with Teff =33000 K and log g =4.1; (blue) Fastwind model with Teff =31000 K and
log g =4.0.
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7.3 Obtaining useful information from the int-wfc images

Figure 7.7 shows three logarithmic
grey scaled int - wfc images of
M43, taken through �lters isolat-
ing Hα + [N ii] λλ6548, 6584 (top),
[O iii] λ5007 (center) and [S ii] λλ6717,
6731 (bottom). The observational
data-set is described in Chapter 2. Note
the apparently spherical distribution
of the gas around the ionizing star in
the three images. The size of M43 in
both Hα and [S ii] images is roughly
the same, indicating a diameter of ∼5
arcmin, or 0.65 pc if a distance of 450
pc to nebula is considered. This is not
the case for the [O iii] image, where
the nebula appears smaller, a fact that
is consistent with the low Teff of the
ionizing star (see previous section).
Although Hα and [S ii] images show
the nebular material radially distributed
around HD 37061, it appears more like
a clumpy medium than a �lled density
distribution. Note the bright emission
in the top right corners of the images,
corresponding to the northern edge of
the Orion nebula. This nebula can be
responsible of the foreground emission
contaminating the M43 nebula (see
next section). A dark lane is present
in the eastern side of M43. The dark
cloud is located in the foreground and
hence blocks the nebular light coming
from behind.

Figure 7.7 — Logarithmic grey scaled
int-wfc images of M43 taken through
narrow band filters: (top) Hα; (center)
[O iii] λ5007; (bottom) [S ii] λ6723
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Position τHα

Pos-1 1.14± 0.01
Pos-2 1.20± 0.08
Pos-3 1.3± 0.2
Pos-4 1.23± 0.08
Pos-5 1.16± 0.08

Table 7.5 — Optical depths at λ =6563 Å for the various slit positions.

7.3.1 Total Hα luminosity and Hα surface brightness profile

In Chapter 2 it is described how the images taken with the Hα and Sloan r' �lters
have been used for obtaining the 
ux calibrated, pure Hα image of M43. Prior to
derive the total Hα luminosity and surface brightness pro�le, this image has to be
corrected by distance and extinction. Considering FHα as the nebular 
ux received
at Earth, the corresponding extinction corrected Hα luminosity can be derived from:

LHα = 4πd2 FHα eτHα = 4πd2 FHα eCHβ f(Hα)/0.434 (7.1)

Where d is the distance to the nebula (450± 50 pc), τHα the optical depth at the
wavelength corresponding to Hα, CHβ is the usual logarithmic extinction coe�cient
at Hβ , and f(Hα) is the value of the extinction law for Hα (Cardelli et al. 1989).

The extinction correction has been estimated using M�onica Rodr��guez's spectro-
scopic dataset and Cardelli's extinction law with Rv = 5.5 (see also Rodr��guez 1999
for further details). Since the Hα and Hβ lines are located in di�erent observed
spectral ranges, the non-extinction corrected Hα/Hβ line ratios for the various slit
sections have been calculated using the line intensity of [N ii] λ5755, present in both
blue spectral ranges. Those line ratios have been compared with the theoretical
ones (corresponding to case B) to estimate the values of CHβ . Finally a value of
f(Hα) = 0.857 has been considered to calculate the τHα values (see Table 7.5). A
mean value τHα = 1.14± 0.09, derived from the various slits results, has been as-
sumed to correct the Hα image for extinction.

Some idl programs have been implemented to calculate the required photometric
information. These are based on the calculation of the integrated Hα luminosity
corresponding to sectors of circular areas of radius r and whose center is HD 37061
{ LHα(r) {. It is necessary to consider a sector and not the whole circular area to
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Figure 7.8 — Integrated Hα luminosity and the surface brightness profiles. Solid lines:
foreground emission subtracted profiles. Dashed lines: original profiles without foreground
emission subtraction. Radii greater than 210 arcsec are affected by M42 emission.

take into account the presence of the dark lane located at the east of M43. The
�nal luminosities correct for the missing sector by assuming an angle-independent
Hα emission. Finally, the surface brightness pro�le is calculated by applying:

SHα(r) =
LHα(r + ∆r) − LHα(r)

π(r + ∆r)2 − πr2
(7.2)

Figure 7.8 shows the integrated Hα luminosity and surface brightness pro�les. The
main nebular emission centered on HD 37061 is contaminated by foreground emis-
sion, as can be clearly seen in Figure 7.8. When this foreground emission is sub-
tracted from the Hα image, the integrated Hα luminosity pro�le becomes more
consistent with what would be expected if the nebula were isolated (for radii greater
than the size of the apparently spherical nebula the integrated Hα luminosity remains
constant). From these plots, a total Hα luminosity ∼ 3 x 1035 erg s−1 and a size
∼ 130 arcsec (corresponding to ∼ 0.28 pc at a distance of 450 pc) can be derived.
It is also important to estimate the uncertainties related to the Hα luminosity and
size, taking into account uncertainties associated with the distance, 
ux calibration
and extinction correction. The �nal values for these quantities are LHα = (3.0± 0.8)
x 1035 erg s−1 and Rneb = 0.28± 0.04 pc.

In section §7.2 it has been shown that the total number of hydrogen ionizing
photons predicted by Wm-basic for the derived stellar parameters of HD 37061 is
Q(H0) = (2.4± 1.0) x 1047 ph s−1, and hence ε

αB
Q(H0) = (3.4± 1.4) x 1035 erg s−1.

This value is comparable to the observed integrated nebular Hα luminosity. Although
the Hα luminosity of the nebula is slightly lower than that predicted by the stellar
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Figure 7.9 — Density law described in text and its corresponding Hα surface brightness
profile (solid lines). The Hα surface brightness represented as a dashed line corresponds to a
spherical constant density nebula with N(H)=420 cm−3. Red line is the observed Hα surface
brightness profile.

model atmosphere, no �rm conclusion about the escape of photons from the nebula
can be made because both estimations are consistent within the errors. Indeed, the
nebula may be considered as radiation bounded.

As mentioned in Chapter 4 (Section §4.4), the Hα surface brightness pro�le can
be used to determine the nebular hydrogen density distribution (NH) once a nebular
geometry is assumed. Here, a density law has be estimated from SHα, assuming
a spherical geometry. By trial and error it has been found that the observed Hα

surface brightness pro�le is well reproduced by a spherical model with a hydrogen
density distribution described by:

NH(r) = Ae(−r/B)3 + C r ≤ rmax (7.3)

with A = 480 cm−3, B = 0.11 pc, C = 420 cm−3, and rmax = 0.28 pc. Figure 7.9
shows this density distribution and its corresponding Hα surface brightness pro�le.

7.3.2 Other narrow band filters

The same procedure has been followed for calculating the [O iii] and [S ii] surface
brightness pro�les. These images have not been either 
ux calibrated or continuum
subtracted, however the information provided by the pro�les normalized to their
central values is also useful to constraint the density distribution and physical ge-
ometry of the nebula. Figure 7.10 shows a comparison between the three surface
brightness pro�les. These plots assume that the surface brightness distributions are
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angle-independent; from images presented in Figure 7.7 it can be concluded that
this assumption is good to a �rst order.

Note that both S [SII] and S [OIII] are also a�ected by foreground emission, following
a similar behavior to that one shown in Figure 7.8 for the case of SHα. Surface
brightness pro�les presented in Figure 7.10 have been corrected for this foreground
emission.

Figure 7.10 — Surface brightness profiles corresponding to Hα, [S ii] λ6725 and
[O iii] λ5007 emission. Since the [S ii] and [O iii] images have not been flux calibrated, the
three surface brightness distributions have been normalized to their central values for com-
parison purposes.

7.4 Nebular physical parameters and abundances revised

For the spectroscopic study of M43, int-ids longslit data from M�onica Rodriguez's
thesis have been used (Rodr��guez 1998; see also Rodr��guez, 1999, 2002). The spec-
troscopic data-set has been presented in Chapter 2 (Section 2.3.1); �ve spectra at
di�erent positions from the central star were obtained by dividing the original ∼ 2
arcmin length slit into shorter sections (see Figure 2.5 and Table 2.3).

Rodr��guez (1999) derived the physical parameters and abundances of the nebular
gas-phase of M43. She used the version of May 1997 of the nebular package
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Figure 7.11 — Examples of nebular diagnostic diagrams for the determination of Te and
Ne. Red lines show the uncertainties associated with the Te and Ne determinations due to
the uncertainties in the measurement of the corresponding line intensities.

Position Te[N ii] (K) Ne[S ii] (cm−3) Ne[Cl iii] (cm−3)

Pos-1 7880 580 390
Pos-2 8265 560 269
Pos-3 8750 600 —
Pos-4 7870 580 —
Pos-5 7840 650 427

Table 7.6 — Nebular physical properties derived from the nebular diagnostic plots.

implemented in iraf. These results have been revised for the present work us-
ing the latest version of nebular (February 2004) including some changes in the
atomic data that will be discussed below (see also comments on Garc��a-Rojas et
al. 2005). Figure 7.11 shows examples of the diagnostic diagrams used for the
determination of the nebular physical parameters. Only one temperature indicator
is available from the spectrum of M43 (Te[N ii]). The low degree of ionization of
this nebula makes the [O iii] λ4363 line too weak and hence the Te[O iii] indicator
cannot be derived. To determine the electron density, two indicators are available,
Ne[S ii] and Ne[Cl iii]. Table 7.6 summarizes the derived physical parameters. Note
that Ne[Cl iii] gives systematically lower densities than Ne[S ii] does, however the
uncertainties associated with this indicator are larger and hence it is less reliable
than Ne[S ii]. The revised physical parameters are basically the same than the ones
obtained by Rodr��guez (1999) because the N +, S + and Cl ++ atomic data have
not been changed in the latest version of nebular.
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To derive nebular abundances it has been considered that the various positions have
an electron temperature and density inferred from the Te[N ii] and Ne[S ii] indica-
tors. Nebular abundances have also been revised considering the latest version of
nebular (except for Cl +, see Garc��a-Rojas et al. 2004). Table 7.7 summarizes
the ionic abundances for the various slit positions.

Rodriguez This work

Ion S1 S2 S3 S4 S5 S1 S2 S3 S4 S5

O + -3.60 -3.57 -3.42 -3.57 -3.55 -3.59 -3.50 -3.37 -3.51 -3.50
O ++ -5.13 -5.00 -4.52 -5.10 -5.02 -5.13 -4.96 -4.51 -5.08 -5.01
S + -5.66 -5.48 -5.46 -5.62 -5.70 -5.65 -5.47 -5.45 -5.61 -5.69
S ++ -5.38 -5.39 -5.55 -5.37 -5.24 -5.39 -5.39 -5.54 -5.36 -5.25
N + -4.38 -4.36 -4.36 -4.35 -4.37 -4.37 -4.34 -4.32 -4.33 -4.35
Cl + -7.14 -7.02 -7.00 -7.16 -7.22 -7.14 -7.02 -7.00 -7.16 -7.22
Cl ++ -7.24 -730 -7.35 -7.21 -7.14 -7.24 -7.29 -7.21 -7.20 -7.14
Ar + -7.00 -6.96 -6.51 -6.96 -6.32 -7.00 -6.92 -6.49 -6.96 -6.29

Table 7.7 — Nebular abundances in units of log (Xm/H+).

As pointed out by Rodr��guez (1999), the spectra of M43 are greatly a�ected by dust-
scattered stellar light, in such a way that some He i lines are completely swallowed
up by the stellar absorption. Therefore, only a lower limit to the He+ abundance was
obtained from the least a�ected He i lines λ5876 and λ6678 (He+/H+ > 0.015).

7.5 Photoionization models

The main purpose of the study presented in this chapter is to reproduce the vari-
ous observational constraints available for M43 using photoionization models. The
spectroscopic information resulting from �ve slit sections, located at di�erent dis-
tances to the stellar ionizing source, along with the photometric information derived
from narrow band imagery will be compared with the output of photoionization
models with di�erent characteristics. Some spherical models have been calculated
with version 96.01 of Cloudy, last described by Ferland et al. (1998). The main
characteristics of this code are summarized in Chapter 4. The pseudo-3D photoion-
ization code Cloudy-3d (C. Morisset, private communication) has also been used
to compare results from spherical and blister type geometries.
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In Section §7.2, the stellar parameters of the ionizing source of M43 have been
obtained through the analysis of the optical spectrum of the star, and its spec-
tral energy distribution has been modeled. Information about the nebular physical
characteristics and abundances has been derived in Section §7.4 from the nebular
spectrum. In this section, all this information is used as input of the photoionization
models.

7.5.1 Characteristics and input of the models

Geometry and density distribution

Two possible geometries can reproduce the apparent shape of M43 shown by the
images: a spherical geometry and a blister-type geometry (see Morisset et al. 2005).
Figure 7.12 illustrates these two possibilities. Both cases consider a single ionizing
source. The star is embedded inside the nebular material in the spherical case, while
this material is illuminated by the star from a certain distance if a blister geometry
is considered. Note that the blister-type geometry is not actually a plane-parallel
geometry because the ionizing source is not located at in�nity, and hence the di-
lution e�ect of the stellar 
ux is important. The free parameters associated with
these geometries are the internal radius (Ri) in the spherical case and the minimum
distance (d) from the star to the nebular material in the blister case.

d

Ri

Figure 7.12 — Two possible 3D geometries that reproduce the apparently spherical shape
of M43. (Left) Spherical model. (Right) Blister model. Red and orange colors represent
ionized material; grey color represents molecular material.
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The photoionization code Cloudy only allows to consider either spherical or plane
parallel geometries. To calculate blister models the code Cloudy-3d will be used .

Two di�erent types of density laws will be assumed for the spherical models in
the study performed below: either a constant density or the density law indicated by
equation 7.3. For the blister case, only constant density models will be considered.

Spectral energy distribution of the ionizing source

In Section §7.2, a detailed study of the optical spectrum of HD 37061 with the
stellar atmosphere code Fastwind has made it possible to derive its stellar param-
eters and to model the shape of the sed. In addition, a detailed emergent ionizing

ux distribution has been obtained using the stellar atmosphere code Wm-basic.

Table 7.8 summarizes the parameters of the stellar atmosphere models that will
be used in the modeling of M43. Note that the best model that results from the
spectroscopic analysis of the ionizing star with Fastwind is M2. The stellar lumi-
nosity associated with each model has been calculated using the corresponding sed
and a Mv = -3.5.

Following the procedure indicated in Chapter 4, the spectral energy distributions
have been translated to the input format required by Cloudy.

Label M1 M2 M3

Teff(K) 31000 32000 33000
log g 4.0 4.1 4.1

log L/L¯ 4.49 4.54 4.56
logQ(H0) 47.15 47.37 47.54

Table 7.8 — Wm-basic models considered for the ionizing source in the modeling of M43.

Stopping criteria

Two stopping criteria are considered in Cloudy spherical models: Te(min) = 4000 K
and Rext = 0.28 pc. The calculation will stop when the �rst one is met.
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Nebular abundances

Table 7.9 summarizes the abundances considered in all the models (with the ex-
ception of those with enhanced or depleted abundances). These are calculated from
the mean values of the results obtained for the di�erent slit positions (see Section
§7.4). Only oxygen, nitrogen, sulfur, argon and iron abundances can be directly
derived from the M43 int+ids nebular spectrum, so for C and Ne, Orion nebula
abundances will be considered (Esteban et al. 2004). Since only a lower limit to
the He abundance can be derived from the M43 spectra, the abundance derived by
Esteban et al. (2004) for the Orion nebula will also be considered as a standard
value for this element. These are not very crucial decisions, since some previous test
have shown that varying the abundances of elements other than O, N and S does
not a�ect the ionization structure resulting from the models (even if the logarithmic
abundances are varied in ± 0.3 dex).

M43 M42

N O S Ar Cl Fe He C Ne

-4.36 -3.56 -5.16 -6.65 -6.87 -5.91 -1.01 -3.58 -4.22

Table 7.9 — Nebular abundances considered in the photoionization models. M42 nebular
abundances by Esteban et al. (2004) have been considered for He, C and Ne. Iron abundance
from Rodŕıguez (2002)

7.5.2 Observational constraints and strategy

Table 7.10 summarizes the observational constraints that will be used to compare
with the output predicted by the photoionization codes. Along with the global con-
straints (Rneb, LHα, and the surface brightness pro�les in Hα, [S ii] λλ6717 + 6731
and [O iii] λ5007 lines), other interesting constraints result from various line inten-
sity ratios. These are, the temperature and density constraints Te[N ii] 5755/6584,
Ne[S ii] 6731/6716 and Ne[Cl iii] 5538/5518; the ratio of lines from di�erent ioniza-
tion states of the same element ([S iii] / [S ii], [Cl iii] / [Cl ii], and [O iii] / [O ii]);
and the line intensity from di�erent ions relative to Hα, Hβ or Pa12.

Following the procedure indicated in Chapter 4 (Section §4.5.2), the volume emis-
sivities predicted by the Cloudy models as function of depth into the cloud are
used to derive quantities directly comparable with the observational constraints.
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Comments on the nebular constraints

The Hα surface brightness constraint has been presented in Figure 7.9. Normalized
[S ii] and [O iii] surface brightness pro�les are shown in Figure 7.10. The remaining
constraints are presented in Figures 7.13 to 7.15. In these Figures, stars show the
observed values for the line ratios in the various slit positions, with vertical lines
representing their uncertainties and horizontal lines, the size of the slits. Note that
the order of the slit sections is M43-4, M43-5, M43-1, M43-2, M43-33, according
to increasing projected distance from the star to the center of the slit section (see
Figure 2.5 in Chapter 2).

Some comments on the spectroscopic nebular constraints are presented below:

• Slit position M43 - 5 is located on a region where the Hα surface brightness
is locally enhanced (see Figure 2.5 in Chapter 2). Figure 7.13 shows that the
density inferred from the Ne[S ii] indicator is larger for this position, a fact
that explains the higher SHα.

• The ionization degree indicated by the ionization structure constraints for po-
sition M43-4 is smaller than the one associated with the slit position M43-5
(see Figure 7.14). Additionally, He iλ 6678/Hα line ratio is smaller for posi-
tion M43 - 4 than M43 - 5 (Figure 7.15). Due to the fact that the distances
of these two slits to the star are quite similar, it would be expected that both
positions have similar values for the ionization structure constraints and the
He iλ 6678/Hα line ratio. Note however that slit position M43 - 4 is located
toward the west of HD 37061, while M43 - 5 is located toward the east. This
e�ect may be explained by the fact that M42 - 4 is located close to the fore-
ground dark lane of dust. Additionally, it may be indicating the presence of
inhomogeneities in the nebula, or even that the nebula is not actually spheri-
cally symmetrical.

• The value of the line ratios He iλ 6678/Hα, [O iii] λ5007/Hβ and [Cl iii] λ5518
/Hβ for M43 - 3 do not follow the extrapolated behavior from the rest of
the slit sections. While it is expected that the intensity of lines He iλ 6678,
[O iii] λ5007 and [Cl iii] λ5518 decrease with increasing distance to the ion-
izing star, the values of these line ratios for M43 - 3 are too high compared
to those associated with the other slit positions. This may suggest that the
nebular emission in these lines could be contaminated by the contribution of
the Orion nebula (see also Section §7.3).

3This nomenclature follows the original identification labels presented in Rodŕıguez (1999).
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Nebular observational constraints

Global morphological and photometric constraints

Apparently spherical geometry

Rneb = 0.28± 0.04 pc

LHα =(3.0± 0.8) x 1035 erg s−1

Hα, [S ii] and [O iii] surface brightness profiles

Slit section M43-4 M43-5 M43-1 M43-2 M43-3

Temperature and density constraints

[N ii] 5755/6584 6.8 x 10−3 6.9 x 10−3 7.3 x 10−3 7.3 x 10−3 7.4 x 10−3

[S ii] 6731/6716 1.008 1.038 1.005 1.000 1.012
[Cl iii] 5538/5518 0.63 0.75 0.75 0.73 0.44

Ionization structure constraints

[S iii] λ6312 / [S ii] λ6731 0.023 0.036 0.024 0.016 0.011
[Cl iii] λ5518 / [Cl ii] λ8579 0.65 0.77 0.58 0.41 0.54
[O iii] λ5007 / [O ii] λ7325 2.61 2.89 2.57 3.07 6.23

Abundance constraints(1)

He iλ6678 / Hα 0.070 0.338 0.08 0.063 0.24
[S ii] λ6731 / Hα 8.42 6.966 8.23 12.39 13.21
[S iii] λ6312 / Hα 0.19 0.25 0.20 0.20 0.14
[O i] λ6300 / Hα 0.6 0.46 0.61 0.94 1.96

[O ii] λ7325 / Pa12 321 334 326 387 550
[O iii] λ5007 / Hβ 8.98 10.92 8.88 13.07 37.6
[N ii] λ6584 / Hα 39.64 37.60 38.64 41.45 41.9

[Cl ii] λ8579 / Pa12 37.0 31.9 39.2 53.9 57.0
[Cl iii] λ5518 / Hβ 0.259 0.28 0.237 0.22 0.344

Table 7.10 — Nebular observational constraints used to be compared with the predictions
of the photoionization models. The position of the different slit sections is shown in Figure 2.5
(Chapter 2). Note that the order of the slits has been changed according to their projected
distance to the ionizing star. (1) Normalized to Hα = 100, Hβ =100 or Pa12= 100. It has
been decided to present the line ratios relative to Hα, Hβ or Pa12, depending on the spectral
range in which the line is located, in order to minimize possible errors related to the extinction
correction.
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Figure 7.13 — Temperature and density constraints. Vertical dashed line represents the
nebular size constraint. The observed values for the line ratios in the various slit positions are
shown as ×, with vertical lines representing their uncertainties and horizontal lines, the size
of the slits. Note that the order of the slit sections, according to increasing projected distance
from the star, is M43-4, M43-5, M43-1, M43-2, M43-3

Figure 7.14 — The same as in Figure 7.13 but for the ionization structure constraints.
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Figure 7.15 — The same as in Figure 7.13 but for the abundance constraints. Values for
the various line ratios have been normalized to Hα =100, Hβ =100 or Pa12=100.
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7.5.3 Spherical constant density models

The �rst photoionization models that will be considered for M43 are constant den-
sity models with spherical symmetry. The constant density assumption is reinforced
by the information provided by the Ne[S ii] indicator, which indicates roughly the
same density for the di�erent slit positions.

A �rst set of Cloudy spherical models was calculated with N(H) = 600, 550 and
500 cm−3. The other inputs considered in these models were: the Wm-basic spec-
tral energy distribution for the model M2 indicated in Table 7.8, an internal radius
of 10−3 pc and the set of nebular abundances summarized in Table 7.9. Finally,
these models do not include dust grains.

In Figure 7.16, the output of the models for the density and temperature indi-
cators are compared with the corresponding observed constraints. From these plots
it can be pointed out:

• The model with N(H) = 550 cm−3 is the one that better �ts the Ne[S ii]
indicator. Note that the density inferred from slit positions M43 - 3 and M43 -
5 is ∼ 50 cm−3 larger than the value derived from the remaining ones. This
may be related to local density inhomogeneities.

• From the Ne[Cl iii] indicator, a somewhat lower density is inferred, although a
N(H) = 550 cm−3 is acceptable within the uncertainties. Slit positions M43-
3 and M43-4 produce extremely low Ne[Cl iii] values. A similar result was
previously found in the nebular spectroscopic analysis (see Section §7.4).

• Although the Te[N ii] constraint is �tted for the inner slit positions, the val-
ues predicted by the models for the outer ones is too high. This behavior of
the apparent Te for the models is intrinsically associated with the fact that
these are ionization bounded spherical models. At larger distances from the
star, the spectrum of the ionizing radiation becomes harder by absorption in
the nebula; the radiation nearest the series limit is most strongly attenuated
because of the frequency dependence of the absorption coe�cient. Therefore,
the higher energy photons penetrate further into the gas, and the mean energy
of the photoelectrons produced at larger distances from the star is higher. As
a consecuence, in a spherical nebula, the apparent Te to be higher at larger
projected distances from the star.
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Figure 7.16 — Temperature and density constraints. Three constant density spherical
models with different densities are compared. Dotted black, dashed red and dot-dashed blue
curves correspond to N(H)=600, 550 and 500 cm−3 respectively. The model with N(H)=550
cm−3 is the one that better fits the observed Ne[S ii] constraint.

Figure 7.17 shows a comparison of the Hα, [O iii] and [S ii] surface brightness pro�les
predicted by these models. The SHα constraint has also been plotted for comparison.
Since [O iii] and [S ii] images have not been 
ux calibrated (see Chapter 2), only the
shape of the surface brightness pro�les can be used as constraint. As expected, the
surface brightness pro�les resulting from the models do not �t the observations (nei-
ther SHα nor S [SII]). This is an important de�ciency of the constant density models.
Nevertheless, following the suggestion presented in Figure 7.9, which shows that the
outer part of the Hα surface brightness pro�le can be �tted assuming N(H) = 420
cm−3, the constant density assumption will be further explored. Spherical models
with a non-constant density distribution will be considered in a forthcoming section.

The model with N(H) = 550 cm−3 predicts the outer part of the Hα surface bright-
ness pro�le to be higher than the observed constraint. One can try to diminish
this SHα by considering a lower Q(H0). This can be achieved either by assuming
a ionizing star with lower Teff or a lower stellar luminosity, however both options
would result in a smaller nebula. A �lling factor smaller than 1 would be needed in
this case to enlarge the modeled nebular size to �t the observations. Alternatively,
a model with the original stellar properties and a �lling factor smaller than 1 can be
considered. This model requires a density bounded nebula (i.e some ionizing pho-
tons escape from the nebula). Finally, a similar result can be achieved considering
a covering factor smaller than 1.

Figure 7.18 compares results from three models. All these models assumes a constant
density N(H) = 550 cm−3, along with the same stellar properties than the previous



7.5. Photoionization models 169

Figure 7.17 — Hα, [O iii] and [S ii] surface brightness constraints. Black solid lines:
observed surface brightness profiles; note that the [O iii] and [S ii] observed profiles have been
normalized to a maximum value of 0.013 and 0.05, respectively. Three constant density
models with different densities are compared (see comments on Figure 7.16). The Hα surface
brightness predicted by the model with N(H)= 550 cm−3 is larger than the observed value

models. The �rst model is one considered previously (i.e. ε = 1, cf = 1, and ioniza-
tion bounded); the second one assumes a �lling factor ε = 0.6 and a Rneb = 0.28 pc.
Finally, the third model considers a covering factor cf = 0.6 and no �lling factor.
Physically, the second model represents a sphere with a clumpy distribution of neb-
ular material; the nebula is density bounded in all directions (∼ 40% of the ionizing
photons are escaping from the nebula). Although in the model with covering factor
∼ 40 % of the ionizing photons are also escaping, the situation is di�erent. In this
case only ∼ 40% of the nebula is density bounded. This model may be equivalent
to a slab of nebular material ionized by a star located just in the edge of the nebula
that is closer to the observer. This model is similar to the one that will be considered
in Section §7.5.5 having a blister type geometry.

Both models, either with �lling factor or covering factor �t perfectly the outer
part of the SHα pro�le (Figure 7.18). However, an this is an interesting point, the
model with �lling factor less than 1 does not reproduce the [S ii] 6731/6716 density
constraint. This result can be easily explained taking into account that the value
of a line ratio at a given projected distance to the star (R) is determined by the
contributions of the part of the nebular material intersected by the line of sight
passing through this point. In a density bounded nebula, the high energy ionizing
photons are escaping before producing the strong heating of the material located in
the ionization front, and hence a smaller "mean" Te(R) is achieved. The Ne[S ii]
indicator varies consequently, since for a given density, the smaller the value of the
[N ii] 5755/6584 line ratio, the larger the value of the [S ii] 6731/6716 line ratio.
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Figure 7.18 — Hα surface brightness, temperature and density constraints. Three constant
density spherical models with N(H)= 550 cm−3 and different values for the filling factor (ε)
and covering factor (cf) are compared. Black dotted lines: ε =1, cf =1; red dashed lines:
ε =0.6, cf =1; blue dash-dotted lines: ε =1, cf =0.6. The dotted and dash-dotted lines are
overlapped in the [N ii] 5755/6584 and [S ii] 6731/6716 diagrams.

In the case of the model with covering factor, this e�ect does not occur because
the nebula is not totally density bounded and hence a ionization front is still formed
(though some ionizing photons are also escaping in this model). This model has a
higher "mean" Te than the previous model, due to the presence of the ionization
front in the ionization bounded part of the nebula.

Obviously, these models do not �t the total nebular LHα constraint. This is due
to the fact that the inner part of the nebula, with the largest SHα is not being
considered.

Having the de�ciencies of the spherical constant density models in mind (namely,
the fact that it is not possible to reproduce the shape of the whole SHα pro�le,
and to �t the Te[N ii] constraint for the outer slit positions), it can be concluded
that the best �t to the density and surface brightness constraints is achieved by the
photoionization model with N(H) = 550 cm−3 a covering factor of 0.6, and a �lling
factor of 1. Figures 7.19 and 7.20 show the predictions of this model for the other
observational constraints. The agreement between both model and observations is
surprisingly good for most of the constraints.
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Ionization structure constraints

Figure 7.19 shows the comparison between the line intensity ratios indicating the
ionization structure of the nebula and the predictions of a constant density spherical
model with N(H) = 550 cm−3, cf = 0.6 and ε = 1. The agreement is quite good
for the [S iii]/[S ii] line ratio. In the other two constraints the model predictions
depart from the observed values in the outer slit sections. This could be explained
if it is considered that the emission of M43 in [Cl iii] λ5518 and [O iii] λ5007 lines
is contaminated by the contribution of the Orion nebula (see Section §7.5.2 and
comment below). Note that the ionization degree indicated by the slit section that
is closer to the star is too small compared to the predicted value.

Figure 7.19 — Comparison between the line intensity ratios indicating the ionization struc-
ture of the nebula and the predictions of constant density spherical models with N(H)=550
cm−3, cf =0.6 and ε =1.

Abundance constraints

Figure 7.20 shows the comparison between di�erent observed line intensity ratios
and the predictions of the previous model. Again, the agreement is quite good for
most of the cases, however there are some interesting points to comment:

• The discrepancy found in the apparent Te for the outer slit sections is also
appearing here. Since the intensity of the collisionally excited lines is very
dependent of the temperature, and a higher apparent Te is predicted by the
models, the resulting line intensity for these lines is higher than the observed
ones.
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Figure 7.20 — Comparison between different observed line intensity ratios and the pre-
dictions of constant density spherical models with N(H)=550 cm−3, cf =0.6 and ε =1.
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• It is clear from the [O iii] λ5007/Hβ, [Cl iii] λ5518/Hβ and He iλ6678/Hα

diagnostic diagrams that there is some external emission a�ecting the outer
slit sections.

• The size of the He Str�omgrem sphere is well reproduced by the model, however
the predicted He iλ6678/Hα line intensity in the inner part of the nebula is
too large compared to the observations. Note also comment on the inner slit
section in Section §7.5.2.

Models with modified stellar parameters

To illustrate the e�ect of the stellar parameters on the ionization structure of the neb-
ula, three stellar atmosphere models with di�erent e�ective temperature (Teff = 31,
32 and 33 kK) have been considered as input of Cloudy. The characteristics of
these models have been summarized in Table 7.8. The nebular density has been
�xed to a constant value N(H) = 550 cm−3, and a covering factor of 0.6 has been
assumed.

For a meaningful comparison, the photoionization models have been treated to re-
produce the same Rneb: a certain �lling factor has been considered for the model
with Teff = 31000 K; the model with Teff = 33000 K produces a nebular size that is
too large, so the Rneb stopping criterion has been considered.

Figure 7.21 — Comparison between the line intensity ratios indicating the ionization
structure of the nebula and the predictions of constant density spherical Cloudy models.
Three stellar atmosphere models with different effective temperatures, Teff =31000, 32000 and
33000 K (dotted red, solid black, and dashed blue lines, respectively) have been considered as
input of the photoionization code
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Figure 7.21 shows the He iλ 6678/Hα, [S iii] λ6312 / [S ii] λ6731 and [Cl iii] λ5518 /
[Cl ii] λ8579 diagrams. These constraints allow to discriminate between models
with di�erent stellar e�ective temperature. No �nal conclusion can be derived from
the He iλ 6678/Hα diagram. However, the other two diagrams are clearly illus-
trative. The model that considers a star with Teff = 32000 K �ts very well the
[S iii] λ6312/[S ii] λ6731 and [Cl iii] λ5518/[Cl ii] λ8579 observed line ratios for the
di�erent slit positions (note however the previous comment on the values for the slit
positions M43-3 and M43-4, the outer and inner ones respectively). The radiation
strength of the star with Teff = 33000 K is too hard and the one corresponding to
a star with Teff= 31000 K is too soft. This result is in perfect agreement with the
one derived from the analysis of the optical HHe spectra of the ionizing star (see
Section §7.2).

Models with modified nebular abundances

A set of models with modi�ed nebular abundances was generated to study the
e�ect of the abundance of certain elements on the physics of the nebula. The main
conclusions of this study are presented below:

• A variation of ± 0.1 dex in the He abundance does not a�ect the structure
of the nebula. Among all the considered constraints, only the He iλ 6678/Hα

line ratio is modi�ed (see Figure 7.22). The other nebular constraints remain
una�ected. The best �t is achieved for log (He/H) = -1.11. However we
consider this value very uncertain since it is based in only one point. Note
that this is somewhat larger than the lower limit to the He +/H + abundance
given by Rodr��guez (1999), log (He +/H +) > -1.82.

Figure 7.22 — Comparison between observational
constraints and constant density spherical Cloudy
models with different He abundances. Solid black line:
log (He/H)= -1.11; dotted red line: log (He/H)= -1.01;
dashed blue line: log (He/H)= -0.91.
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• A similar result was found when a variation of ± 0.2 dex was considered in
certain elements (viz. Cl, Ar, Fe, Ne, C). Figure 7.23 illustrate the e�ect of
varying the Cl abundance on the ionization structure constraints. The higher
the Cl abundance, the larger the [Cl ii] λ8579/Pa12 and [Cl iii] λ5518/Hβ line
ratios, however the [Cl iii]/[Cl ii] line ratio is not a�ected by changes in the
Cl abundance.

• There are certain elements (O, N, S) which abundance also a�ect the physical
properties of the nebula. These are the main cooling elements of the nebula.
The thermal losses due to the emission of collisionally excited lines of these
elements have an e�ect on the temperature of the nebula and hence on the
intensity ratios of all the collisional lines. As it is known, the intensity ratios of
recombination lines are almost independent of temperature, and hence the Hα

emission and the He iλ 6678/Hα line ratio are only slightly a�ected. Figures
7.24 and 7.25 illustrate the e�ect of a change of ± 0.2 dex in the S abundance.

• The best �t to the S, O, N and Cl observational abundance constraints, as
well as the other considered constraints, is achieved for the set of abundances
indicated in Table 7.9. Note comment below on the Cl ii atomic data consid-
ered by Cloudy.

From this study it can be concluded that the agreement found between the S, O, N
and Cl nebular abundances derived through the standard spectroscopic analysis of
the nebular spectrum and by means of photoionization modeling is quite good.

Figure 7.23 — Comparison between observational constraints and constant density spher-
ical Cloudy models with different Cl abundances. Solid black line: log (Cl/H)= -6.87; dotted
red line: log (Cl/H) = -6.67; dashed blue line: log (Cl/H)= -7.07.
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Figure 7.24 — Comparison between observational constraints and constant density spher-
ical Cloudy models with different S abundances. Solid black lines: log (S/H) = -5.36; dotted
red lines: log (S/H)= -4.96; dashed blue lines: log (S/H)= -5.16.

Figure 7.25 — The same than in Figure 7.24 but for other spectroscopic constraints.



7.5. Photoionization models 177

Note about the atomic data considered in Cloudy for Cl ii

In the �rst approaches to the study presented here, it was found that although the
best constant density model with spherical symmetry �tted very well the [S iii]/[S ii]
constraint, the other ionization structure constraint [Cl iii]/[Cl ii] was not properly
�tted (the model produced lower values for this line ratio). Additionally, although
the [Cl iii]/Hβ line ratio was �tted, the corresponding model produced too large
values for the [Cl ii]/Pa12 line ratio. This problem has been solved by changing the
Cl ii collisional data associated with the transitions involving terms 3P, 1D and 1S
(see Figure below) considered in Cloudy (version 96.01).

The original values considered in Cloudy are those by Wilson & Bell (2002).
A better agreement with the observational constraints is found if these values are
changed to those proposed by Mendoza et al. (1983). Table 7.11 compares both
sets of Cl ii atomic data. Figure 7.26 illustrates the e�ect of the di�erent atomic
datasets.

Aij (s−1) γij (WB02) γij (M83)

3P1 - 1D2 0.133 8.389 3.86
3P1 - 1S0 1.33 1.01 1.15
1D2 - 1S0 2.06 1.49 0.456

Table 7.11 — Atomic data for the Cl ii transitions
indicated in the attached figure. Collisional transitions
from Wilson & Bell (2002) and Mendoza et al. (1983).

Figure 7.26 — Effect of the variation of the Cl ii collisional data fixing the rest of param-
eters. Solid line: Wilson & Bell (2002); dotted red: Mendoza et al. (1983)
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7.5.4 Density law models

In the previous section it has been shown that although the constant density models
�t fairly well the major part of the observational constraints, they have an important
de�ciency, the observed Hα and [S ii] surface brightness pro�les are not properly
�tted. In Section §7.3.1, a density distribution that reproduces the observed Hα

surface brightness pro�le has been determined for the case of a spherical geometry.
This density law, de�ned by the equation 7.3, has been used as input of Cloudy
to generate spherically symmetric density law models. For these models, the sed
corresponding to the stellar atmosphere model M2 has been considered (see Table
7.8). The abundances included in the models are those summarized in Table 7.9.

Figures 7.27 to 7.29 show the diagnostic diagrams for two density law models.
The �rst one assumes the values A = 480 cm−3 B = 0.11 pc and C = 420 cm−3 for
the density law. This model reproduces the Hα surface brightness pro�le, however
predicts too low values for the Ne[S ii] indicator (see Figure 7.28). A second model
with enhanced density is hence generated assuming that models that di�er in density
and �lling factor but have the same value of the product N2ε, where ε is the volume
�lling factor, will produce the same Hα surface brightness pro�le. This second model
considers ε = 0.65, A = 595 cm−3 and C = 520 cm−3.

The �rst stopping criterion that is reached by these models is the external radius
criterion (i.e. these are density bounded models).

Figure 7.27 — Comparison between the observed surface brightness profiles and those
predicted by spherical models with a density law (see text). Black solid lines: model with
ε =1. Red dotted lines: model with ε =0.65. The product N2ε remains constant in both
models. Blue solid lines: observed surface brightness profiles; note that the [O iii] and [S ii]
observed profiles have been normalized to a maximum value of 0.027 and 0.05, respectively.
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Figure 7.28 — The same than in Figure 7.27 but for the temperature and density con-
straints

These models do not improve the results predicted by the constant density models.
Moreover, the agreement with the observations is even worse for some of the con-
straints (e.g. the ionization degree is too large in the inner part of the nebula, see
Figure 7.29). Another interesting result is that the [S ii] surface brightness pro�le is
not correctly reproduced either by these models (see Figure 7.27).

These models seem to produce a better agreement with the Te and abundance
observational constraints for the outer slit sections, however this is only an arti�cial
result that is related to the fact that they are density bounded models (see previous
section and Figure 7.18). The main de�ciency of these models is that they produce
too high average ionization for the inner slit sections.

Therefore, although these models reproduce the inner part of the Hα surface bright-
ness pro�le, they are not �tting correctly the other spectroscopic observational con-
straints corresponding to this nebular region.

Note that these models consider a density law which was calculated assuming a
spherical nebula. However, as it was shown in Section 7.5.1, there are other possible
nebular 3D geometries that would produce an apparently spherical nebula. Un-
der the assumption of other type of geometries (e.g. a blister type geometry) the
corresponding density distribution that would reproduce the Hα surface brightness
distribution may be di�erent.

Following the ideas presented in Morisset et al. (2005), the �rst steps on the com-
parison of the observational constraints with a blister type model will be presented
in next section.
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Figure 7.29 — The same than in Figure 7.27 but for the abundance constraints
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Figure 7.30 — The same than in Figure 7.27 but for the ionization structure constraints

7.5.5 Spherical vs. blister models

Morisset et al. (2005) have recently presented a comparison of the apparent physical
properties of two photoionization models which, having the same ionizing star and
chemical composition, result on the same total Hβ luminosity and surface brightness
distribution but have very di�erent geometries. These are a blister model and a
spherical model (its spherical impostor). The properties of these two models di�er
drastically in many respects (e.g. the variation of some "apparent" parameters like
the Te and Ne determined from di�erent line ratios).

The M43 nebula is a perfect observable to test which one of these two possible
geometries produce a better �t to a real, very simple H ii region.

In Section §7.5.3 it was shown that a constant density model with spherical symme-
try and a covering factor ∼ 0.6 (which actually can be assumed to be a blister model
with the ionizing star located on the edge of the slab of nebular material) reproduces
quite well practically the whole set of observational constraints. However, although
this model predicts that the "apparent" electron temperature has to increase with
the projected distance to the star, this is not actually observed. This result may be
achieved considering a model with a blister type geometry (see Morisset et al. 2005).

Some blister models have been generated with a very recent version of Cloudy-3d
(C. Morisset, private communication). The philosophy of this pseudo-3D photoion-
ization code is basically the same as that characterizing Nebu-3d (Morisset et al.
2005). It was decided to use Cloudy-3d instead of Nebu-3d for a better com-
parison with the results of the spherical models calculated with Cloudy.
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Figure 7.31 — Comparison between the observed temperature and density constraints
and the predictions of the models considered in Section §7.5.5. Solid black lines: blister model
with the star located 0.1 pc to the slab. Red dotted lines: blister model with the star located
close to the slab of nebular material. Blue dash-dotted lines: spherical model.

The models assume a constant density N(H) = 550 cm−3, the spectral energy dis-
tribution of the ionizing star predicted by the Wm-basic model M2 (see Table 7.8),
the set of nebular abundances indicated in Table 7.9, and no dust grains.

An important free parameter of the blister models is the distance between the star
and the slab (see Figure 7.12). To show the e�ect of this parameter, two di�erent
values have been considered for it: a very small distance (10−3 pc) and a distance
di = 0.1 pc.

The diagnostic diagrams for these models are presented in Figures 7.31 and 7.32.
The predictions of a spherical model with constant density (N(H) = 550 cm−3)
are also presented for comparison. Note that the Cl ii atomic data have not been
changed in the version of Cloudy that has been used to calculate these models,
therefore the [Cl ii]/Pa12 line ratios predicted by the models are too large.

The �rst conclusion that can be emphasized is that a blister model with the star
located very close to the slab and a spherical model produce very similar results.
When the star is located at a larger distance to the slab the predictions correspond-
ing to some of the nebular spectroscopic constraints are quite di�erent:

• In the blister case, the predicted Te[N ii] is higher than in the spherical case
for the inner slits. However the mean Te[N ii] along the nebula is roughly
constant, without the large enhancement predicted by the spherical models at
the edge of the nebula (Figure 7.31).
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Figure 7.32 — The same than in Figure 7.31 but for other spectroscopic constraints
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• The He iλ 6678/Hα and [O iii] λ5007/Hβ line ratios resulting from both spher-
ical and blister models are quite di�erent. The blister model predicts lower
values for these line ratios close to the star. In addition these line ratios de-
crease more slowly in the blister model (for the spherical model the descent is
more abrupt). This is an e�ect of the considered geometry. In the spherical
case the stellar photons which are capable to ionize the He 0 and O + ions
interact with the nebular material which is close to the star and hence are
exhausted. Therefore at larger distances no He + and O ++ are found. In the
blister case those stellar photons can reach larger projected distances to the
star since no nebular material is in between the star and the slab.

• The [O iii] λ5007/Hβ line ratio predicted by the blister model is by far too
low compared to the observations. This may be indicating that the strength
of the ionizing radiation predicted by the stellar atmosphere model below the
O + ionization edge (35.12 eV) is too low, however no general conclusion can
be derived since other e�ects, like the considered distance between the star
and the slab of nebular material, may be important.

• The [S iii]/[S ii] and [Cl iii]/[Cl ii] line ratios predicted by the blister model
are smaller than those resulting from the spherical model. The agreement
with the observational constraints is better for the spherical models. Again
a strongest stellar ionizing 
ux is required to �t the predictions of the blister
model to the ionization structure observational constraints (or alternatively, a
smaller distance between the star and the slab of nebular material).

Obviously, this new hypothesis about the nebular geometry opens many di�erent
possibilities to be taken into account in the photoionization modeling of the nebula
(for example the consideration of slabs of nebular material with di�erent shapes, the
presence of density gradients across the slab). The opened �eld is large, but the
methodology proposed is strong and the tools we have used are powerful to achieve
the study of the di�erent possibilities.

7.6 Summary and conclusions

In this chapter, the well resolved Galactic H ii region M43 has been selected to
build a tailored model of the nebula, comparing photoionization code results with
many di�erent observational constraints. The stellar parameters and the emergent

ux of the ionizing star have been derived from a detailed spectroscopic analysis
of HD 37061 by means of state-of-the-art stellar atmosphere codes (Fastwind and
Wm-basic). Photometric and morphological nebular parameters have been obtained
from narrow band imagery.
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A very good agreement between the total number of Lyman continuum photons
predicted by the stellar atmosphere code Wm-basic (for the corresponding derived
stellar parameters) and the observed total nebular Hα luminosity has been found.
This also indicates that the nebula can be considered as ionization bounded.

Results from long-slit nebular spectral observations at di�erent positions along the
nebula have allowed us to derive the physical parameters and abundances of the
nebular gas-phase.

Finally, these nebular spectroscopic observations have also allowed us to use the
ratio of several nebular lines as constraints for the photoionization models.

Three di�erent types of models have been considered:

• Spherical models with constant density: These models �t very well
most of the constraints when a N(H) = 550 cm−3 is considered. However
they are limited by the fact that the Hα surface brightness pro�le cannot be
reproduced. In addition, the Te deduced from the models for the more distant
slit sections is too large compared to the observations. This has e�ects on the
predicted line intensity ratios of the collisional lines relative to an H i line.

• Spherical models with density law: These models are �xed to repro-
duce the Hα surface brightness pro�le by considering a density law. These
models require a certain �lling factor to �t the Ne constraints and the Hα

surface brightness pro�le at the same time. In addition the nebula must be
density bounded to �t the nebular size constraint. However these models
produce too high average ionization for the internal slit sections.

• Blister models: As previously shown by Morisset et al. (2005), the appar-
ent properties of blister models may di�er drastically in many aspects from
those resulting from spherical models. These models predict a shallower vari-
ation of the apparent Te with the projected distance to the star and produce
the values of the He iλ6678/Hα and [O iii] λ5007/Hβ line ratios to be lower
close to the star and decrease more slowly with projected distance to the star
compared to the spherical models.
In these blister models, the distance between the star and the slab of nebular
material is an important free parameter. Only the �rst steps have been taken
in the consideration of blister models, due to the fact that they open new
possibilities to be taken into account (for example, the density law across the
slab or the shape of this slab of material).
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In addition some other interesting points can be remarked from this study:

1. Indicators like the [S iii] λ6312/[S ii] λ6731 line ratio have allowed to con-
straint the Teff of the ionizing star. The derived value is in very good agree-
ment with that derived from the analysis of the optical spectrum of the star.

2. It has been found that the atomic data proposed by Wilson & Bell (2002)
for the Cl ii collisional transitions produce too large [Cl ii] λ8579/Pa12 line
ratios. The corresponding atomic dataset by Mendoza et al. (1983) produces
a better �t to the observational constraint.



CHAPTER

EIGHT

CONCLUSIONS

The main e�ort of this thesis has been devoted to study two di�erent aspects
of the interplay between massive OB-type stars and associated H ii regions.

Firstly, the consistency between nebular and stellar abundances was studied. Fol-
lowing this, the predictions of hot star model atmosphere codes were compared to
observed nebular constraints in a well de�ned situation. The comparison of abun-
dances in stars and nebulae has been carried out in the star forming region associated
with the Orion nebula (M42). For the second task of this thesis, the de Marian's
nebula (M43), an apparently spherical galactic H ii region ionized by a single star
has been selected. Several types of observables have been used, comprising stellar
and nebular spectroscopy and narrow band imagery. We review here the conclusions
of this work.

τ Sco: a benchmark test

The star τ Sco has been used as a benchmark test for the oxygen and silicon ab-
solute abundance analyses of early B-type stars with the stellar atmosphere code
Fastwind. After the identi�cation of the oxygen and silicon lines present in the
spectral range 4000 - 5000 �A, which may be useful for the abundance studies in
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these stars, a detailed analysis by multiplets has been performed. This study has
allow us to establish a suitable set of O ii, Si iii and Si iv lines for the abundance
analyses of early B-type stars, and to identify common problems associated with the
determination of mean abundances by means of the usual curve of growth method:

• It has been argued that it is feasible to use the whole set of O ii lines to
determine the microturbulence if �rstly a detailed analysis by multiplets is
performed to identify problematic lines (i.e. blended lines or lines which are
incorrectly modeled).

• There has been a problem identi�ed in one of the versions of the oxygen model
atom (A10HHeOSi+op) that was used for the oxygen abundance analyses with
Fastwind. This problem was related to the way the data from the opacity
project were included in a previous version of the oxygen model atom. It
has been decided not to use that problematic version (A10HHeO+op), but a
previous one (A10HHeO23-3).

• It has been found that the microturbulence derived from the silicon analysis
is ∼ 5 -7 km s−1 smaller than the one derived from the oxygen analyses. This
discrepancy has been previously found for the case of B-type supergiants.

• It has been concluded that the use of di�erent microturbulences for each
element allows a more accurate abundances to be derived.

• The dependence of the oxygen and silicon abundances on the stellar param-
eters has been shown. For this range of stellar parameters, the uncertainties
associated with a change of 1000 K and 0.1 dex in e�ective temperature and
gravity are 0.08 dex and 0.01 dex respectively for oxygen and 0.2 dex and 0.05
dex respectively for silicon.

• It has been shown that the Si iv / Si iii ionization balance is achieved for a
Teff ∼ 1000 K lower than the value derived from the He ii/He i analysis.

• The oxygen abundance results from various stellar atmosphere codes have
been compared. It has been found that the results are compatible once the
problematic lines are dismissed and it is taken into account that the di�erent
codes can lead to slightly di�erent stellar parameters.

Massive stars in Orion nebula

The study of the OB-type stars belonging to the Orion nebula cluster has led to
several interesting conclusions.
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• Projected rotational velocities have been obtained through the Fourier method.
This method has been extensively used for late type stars, but not very widely
applied to early type stars. The agreement is very good when comparing with
results from the line-width method. As the line-width method only estimates
the degree of the total broadening of the line (i.e. rotational, macroturbulence,
etc.) the result indicates that the in
uence of macroturbulence in the line
broadening of these stars is small (except for the case of θ1 Ori C).

• Applying the Fourier method to the high resolution θ1 Ori C feros spectra,
has allowed us to derive a very accurate v sin i that is in agreement with
the period of variability of some spectral features in this star. This study has
illustrated the strength of the Fourier method to distinguish between rotational
broadening and other broadening mechanisms that can be present in early type
stars (i.e. macroturbulence).

• The stellar parameters for the Trapezium cluster stars (θ1 Ori A,C,D along with
the nearby stars θ2 Ori A,B) and three other targets selected for comparison,
have been determined by means of a detailed spectroscopic analysis using the
stellar atmosphere code Fastwind.

The previous study of τ Sco has laid the foundations to develop a reliable abundance
study of three B0.5V stars belonging to the Orion nebula cluster. The derived stellar
abundances have been compared with those derived in previous nebular studies from
the spectrum of the H ii region M42.

• The oxygen abundances derived for these stars are log (O/H) + 12 = 8.65, 8.59
and 8.64 dex (θ1 Ori A, θ1 Ori D and θ2 Ori B respectively). The related uncer-
tainties are 0.10 dex. The adopted microturbulence (derived from the whole
set of O ii lines) is ∼ 5 -8 km s−1.

• Our oxygen abundances are systematically lower than the nlte abundances by
Cunha & Lambert (1994). These di�erence can be in part associated with dif-
ferences in the stellar parameters used for the stars in the abundance analysis.
The e�ective temperatures used by these authors are based on photometric
calibrations.

• Our stellar oxygen abundances are compatible with those obtained by Esteban
et al. (2004) for the gas-phase. This a very important result since the same
oxygen abundance has been derived by means of two di�erent astrophysical
objects and di�erent techniques.
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• Given the excellent agreement between stellar and nebular results for the oxy-
gen abundance in M42 it can also be concluded that the amount of oxygen
depleted onto dust grains is very small. Therefore the oxygen depletion factor
is lower than previous estimations for the Orion nebula.

• The silicon abundances derived for the Orion stars are log (Si/H) + 12 = 7.55,
7.45 and 7.64 dex (θ1 Ori A, θ1 Ori D and θ2 Ori B respectively). The related
uncertainties are 0.20 dex. A microturbulence ξt = 1 km s−1 (derived from
the Si iiiλλ 4552, 4567, 4574 multiplet) has been considered for the silicon
analyses

• These silicon abundances are systematically larger than those determined by
Cunha & Lambert (1994). The di�erence is related with the di�erent stellar
parameters and microturbulence values considered in the silicon abundance
analysis.

• Our stellar silicon abundances are larger than those nebular abundances derived
by Rubin et al. (1993) and Garnett et al. (1995).

• This result suggest a certain amount of nebular silicon depleted onto dust
grains, however the exact determination of the silicon depletion factor is com-
plicated due to the uncertainties and possible systematic errors associated with
the derived silicon abundances, both stellar and nebular.

Tailored photoionization models for M43

The photoionization code Cloudy has been used to build tailored photoioniza-
tion models for M43. The required input for the models, concerning the spectral
energy distribution of the ionizing star, the nebular abundances and the photomet-
ric and geometrical characteristics of M43, have been previously determined from
spectroscopic observations and imagery.

• The stellar parameters of the ionizing star (HD 37061) have been accurately
determined using Fastwind. These stellar parameters have been used as
input to the stellar atmosphere code Wm-basic, to obtain a detailed spectral
energy distribution for this star. From this sed a total number of Lyman
photons Q(H0) = (2.4± 1.0) x 1047 ph s−1 is deduced.

• The integrated Hα luminosity and the size of M43 have been calculated from
the Hα images of the nebula. The �nal values for these quantities (assuming
a distance to the nebula of 450 pc) are LHα = (3.0± 0.8) x 1035 ergs−1 and
Rneb = 0.28± 0.04 pc.
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• Although the Hα luminosity of the nebula is slightly lower than that which
would correspond to the previous Q(H0) value, no �rm conclusion about the
escape of photons from the nebula can be made because both estimations are
consistent within the errors.

The output of the models have been compared with nebular spectroscopic obser-
vations corresponding to �ve slit sections located at di�erent positions along the
nebula. Three di�erent types of models have been considered:

• The spherical models with constant density �t very well most of the constraints
when a N(H) = 550 cm−3 is considered. However they are limited by the fact
that the Hα surface brightness pro�le cannot be reproduced. In addition, the
Te deduced from the models for the more distant slit sections is too large
compared to the observations. This has e�ects on the predicted line intensity
ratios of the collisional lines relative to a H i line.

• By assuming a spherical geometry, a radial density law has been obtained
from the Hαsurface brightness pro�le. This has been used to generate spher-
ical models with a density law. Although the Hα surface brightness pro�le is
obviously reproduced by these models, they produce too high average ioniza-
tion for the internal slit sections.

• In addition to the above two models, the �rst steps have been taken in the
consideration of blister models. These models predict a shallower variation of
the apparent Te with the projected distance to the star and produce the values
of the He iλ6678/Hα and [O iii] λ5007/Hβ line ratios to be lower close to the
star and decrease more slowly with projected distance to the star compared
to the spherical models. In these blister models, parameters like the distance
from the star to the slab, the shape of the slab, or the density law along the
slab of nebular material are important parameters to be studied.

Some other interesting points can be remarked from this study:

• Indicators like the [S iii] λ6312/[S ii] λ6731 line ratio have allowed to con-
straint the Teff of the ionizing star. The derived value is in very good agree-
ment with that derived from the analysis of the optical spectrum of the star.

• It has been found that the atomic data proposed by Wilson & Bell (2002)
for the Cl ii collisional transitions produce too large [Cl ii] λ8579/Pa12 line
ratios. The corresponding atomic dataset by Mendoza et al. (1983) produces
a better �t to the observational constraint.





APPENDIX

A

THE FOURIER METHOD IN THE DETERMINATION
OF STELLAR VSINI

Accurate determination of stellar rotational velocities is a very important task
in Astrophysics. Actual evolutionary stellar models take this rotational velocity

into account, considering it as an important parameter in the stellar evolution, along
with the stellar mass, the chemical composition and the wind characteristics of the
star (Maeder & Meynet 2000). The presence of convective layers near the surface
of the star in the case of late spectral type stellar objects a�ect the initial rotation
of the star slowing it to equatorial velocities of a few km s−1. However this external
convective layers are not present in early OB stars. These objects could then reach
high rotational velocities that a�ect not only the shape of the star, but also their
evolutionary time-scale and the presence of nuclear processed material at the stellar
surface.

The only information we have about the stars is contained in their spectra. The
rotational velocity of the stars a�ects the stellar spectrum through Doppler e�ect.
This is why, in principle, only the projection of the equatorial velocity along the line
of sight (v sin i) can be achieved.
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There is not an unique, well established method for extracting the information con-
tained in the stellar spectrum about its projected rotational velocity. They are
summarized below:

• Method 1: The observed line pro�les are compared with synthetic ones cal-
culated from model atmospheres which are convolved with the corresponding
broadenings. Although this is a very accurate method, too much computa-
tional time is required.

• Method 2: The observed spectrum is cross-correlated against a template spec-
trum. The Gaussian width of the cross-correlation function is directly related
to the projected rotational velocity of the star if rotation is the dominant
broadening mechanism of the photospheric lines.

• Method 3: By measuring the fwhm of the observed line pro�le and relating
it with the v sin i (fwhm-method).

• Method 4: The Fourier technique, �rstly described by Gray (1976).

Penny (1996) and Howarth et al. (1997) did an impressive work by applying the
cross-correlation technique to IUE spectra of 177 O stars and 373 O-type and early
B supergiants respectively. Although the cross correlating method, along with the
fwhm-method, are very fast and easy to use they do not allow to separate ro-
tational broadening from other possible extra broadenings (e.g. macroturbulence).
The �tting with broadened synthetic pro�les make it possible to distinguish between
di�erent broadenings and also determine other stellar parameters, but as it has been
commented before, too much computational time is needed. Conti & Ebbets (1977)
applied this method to measure the v sin i of a sample of 205 O-type stars in the
norther and southern hemisphere and suggest the presence of some extra-broadening
(appart from rotational broadening) a�ecting the line pro�les, especially in the case
of giants and supergiants. Recently Ryans et al. (2002) have analyzed the high
quality spectra of twelve B-type supergiants. They compare observed and synthetic
broadened lines using a χ2 technique and �nd for their survey of B supergiants that
a model where macroturbulence dominates and rotation is negligible is acceptable,
but models dominated by rotation provide unsatisfactory �ts.

Being also very fast and easy to use the Fourier method has only been marginally
applied in the study of OB stars. This technique allows the projected rotational ve-
locity to be easily derived independently of any other broadening mechanism which
may a�ect the line pro�le. Some work has been devoted for using this method in
the determination of v sin i in late type stars (viz. Smith 1976; Gray 1980; Royer et
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al. 2002ab; Reiners et al. 2003). However there is not a comprehensive study that
applies this technique to early type stars except that by Ebbets (1979).

In this thesis, the Fourier method has been applied to derive the projected rota-
tional velocity of a set of OB stars (see Chapter 6, Section §6.4). To this aim, we
have implemented a very easy-to-use tool in idl. We have also tested the method
with theoretical and observational cases. Some notes on the characteristics and
applicability of the Fourier method are presented here.

A.1 Testing the Fourier method. Some theoretical cases

A.1.1 The Fourier method

In a pioneering study, Gray (1973) examined the possibility of using Fourier trans-
forms of pro�les to discriminate among three types of atmospheric Doppler broaden-
ing mechanisms: microturbulence, macroturbulence, and rotation. Fourier method
for the determination of v sin i is based in the fact that in the Fourier space co-
volutions transform in products. Between rotation, macroturbulence, natural and
instrumental pro�le, only rotation function has zeroes in its Fourier transform. The
zeroes will appear in the total transform function. Carroll (1933) showed that the
position of the zeroes are related with the v sin i. Actually the frequency of the �rst
zero (σ1) is related to the rotational velocity through:

λ

c
v sin i σ1 = 0.660 (A.1)

The microturbulence can also add zeroes, when strong lines are considered, due to
the boxiness caused by it in saturated lines (Gray 1973). Sidelobes arising from
saturation in the Fourier space appear at higher frequencies than those for rotation,
so there is rarely any confusion between them, except those cases with low v sin i.

A.1.2 Rotational and macroturbulent profiles

The usual formulation adopted for the rotational broadening (Carroll 1933) consider
the rotational pro�le, that will be convolved with the other 
ux pro�les, de�ned by:

V (x) =
1

1 + 2β/3
[

2
π1/2

(1− x2)1/2 +
β

2
(1− x2)]

1
∆λ0

(A.2)

x = ∆λ/∆λ0 ∆λ0 = λ0 v sin i/c

where β is limb darkening parameter (0≤β≤ 1.5).
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In this study we will consider a gaussian-angle-dependent pro�le (see Gray 1976)
for the macroturbulence. This author considered the possibility of two components
in the macroturbulent broadening (radial and tangential). Each one of them has
similar expressions but a di�erent value of the macroturbulent velocity:

M(∆λ) = ARΘR + AT ΘT

where

Θi =
2

π1/2∆Mi
xi [−π1/2 +

e−x2
i

xi
+ π1/2 erf(xi)] (A.3)

xi = ∆λ/∆Mi ∆Mi = λ0θi/c

being θR and θT the radial and tangential components of the macroturbulent veloc-
ity and A2

R + A2
T = 1.

A.1.3 The Fast Fourier Transform (FFT) and its computational
properties

Although the theoretical base of this methodology was well established by Gray
(1973) an used by some other authors, they were limitated by computational and
observational constraints. Photographic plates did not allow to have enough spectral
resolution. They also claimed for the development of new computational technics
that made possible the calculation of the Fourier transform reducing the computa-
tional time. Nowadays this is feasible; almost all computational packages include the
Fast Fourier Transform (FFT) as a basic program, and the charged coupled devices
(CCDs) allows to have enough spectral resolution.

Because we are talking about computational methods, we have to consider com-
putational limitations. One of these is related with the sampling of the function we
want to make the transform. This value imposes a limit in the maximum σ value
that can be calculated: σmax = (2∆λ)−1. From Formula A.1 and this computa-
tional limitation it can be derived that it is not possible to determine a v sin i lower
than 1.320 c ∆λ/λ. The other limitation is that the sampling of the FFT function
depends on the number of points into which the λ-function is sampled, the more
points are considered in this function the better is the sampling of the FFT function:
∆σ = (N∆λ)−1.

The only way to improve the σmax, this is obtaining a higher σmax and then be
able to reach higher frequencies, is to have observations with better spectral disper-
sion, ∆λ. It is not possible to improve the σmax by trying to have a better sampling
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of the λ function by interpolation from the original data (either linear or spline).
However, it is possible to improve the sampling of the FFT function, not by interpo-
lation but by extrapolation of the continuum (�xed to 1). The better the sampling
of this function the more accurate the zeroes of the function can be determined.

A.1.4 Some theoretical tests

Before applying the Fourier method to determine the v sin i of our sample of OB
stars (see Chapter 6, Section §6.4) we have done some theoretical tests to study
how well does it work and to establish the accuracy of the methodology.

For this study we have used Fastwind (Santolaya-Rey et al. 1997, Puls et al.
2005) theoretical pro�les from a model with Teff = 30000 K, log g = 4.0 (an early
B Main Sequence star) convolved with di�erent broadening functions. Thermal and
microturbulence broadenings are included in the line calculation in the usual way. For
the rotational and macroturbulent broadenings we have used the functions de�ned in
Formulae A.2 and A.3. In some cases it has been added noise to the synthetic spec-
tra; we have used a Poissonian distribution of noise generated with randomn in idl.

The �rst test is related to the possibility to disentangle between the rotational
and the macroturbulent broadenings a�ecting a stellar line pro�le. Figure A.1 shows
an illustrative example for this study. Three sets of rotational and macroturbulent
broadenings have been considered: (v sin i, ΘT ) = (50, 100), (90, 50) and (50, 0)
km s−1. The v sin i derived through the fwhm method is 100, 100 and 50 km s−1

respectively for the solid, dashed and dashed-doted cases. This method does not
allow us to distinguish if the broadening of the line is due to rotation or macroturbu-
lence (i.e. for the �rst two cases a wrong value of v sin i is derived). The di�erence
clearly appears in the Fourier space. It can be seen that although the solid and
dashed broadened lines are hardly distinguished in the λ-space (left), the Fourier
transforms of the lines are clearly di�erent (right). The �rst zero in the solid line
corresponds to a v sin i of 50 km s−1 (σ∼ 0.9) while the �rst zero in the dashed line
corresponds to a v sin i of 90 km s−1 (σ∼ 0.5).

Once we know which is the v sin i, the λ-space can help us to decide if there is
an extra-broadening of the line. Comparing the solid and the dashed-dotted lines it
appears obvious that a extra-broadening, apart from rotational broadening, is needed
for the solid line. From the Fourier transform a v sin i = 50 km s−1 is derived for this
solid pro�le, but this rotational broadening is not su�cient for �tting the lines in the
λ-space.
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Figure A.1 — A synthetic O ii line has been covolved with an instrumental (R =10000)
profile, and three different sets of rotational and a macroturbulent profiles. See section A.1.4
for explanation.

A second test has been performed to study how well does this method work when
di�erent lines in the spectrum are considered. For comparing results from di�erent
lines a σλ baseline has to be used, as the position of the �rst zero associated with
the v sin i depends on the λ of the line (see Eq. A.1). Figure A.2 shows the result of
this study. The Fourier technique has been applied to several Fastwind synthetic
lines from di�erent elements and ionization states. As can be seen, the agreement
between the di�erent lines is almost perfect (even when the line He iλ4471 is used).

Finally, we wanted to study the accuracy of the method when di�erent values of
SNR and v sin i are considered. Figure A.3 resumes this study. The same O ii line
has been broadened to di�erent values of v sin i and di�erent levels of noise have
been added to each one of the brodened pro�les. This way we can study how does
the noise a�ect to the determination of the projected rotational velocity through the
Fourier method.
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Figure A.2 — Five different synthetic lines generated with Fastwind have been convolved
with a v sin i of 60 km s−1 and degraded to a SNR ratio of 200. The different lines show the
Fourier transform of the lines on a σλ baseline. The first zero is very near the theoretical
value for all the lines. It is quite remarkable how the Fourier transform can detect the v sin i
feature even for the He iλ4471 line.

Three v sin i and �ve di�erent SNR (ranging from poor to high quality spectra)
have been considered. The main results of this theoretical study is that a SNR of
50 is not su�cient for derive accurately the v sin i from this O ii line. With higher
values of SNR (even 100) the �rst zero is well de�ned both for the low projected
rotational velocity and for the other two cases. This result can also be a�ected by
the presence of macroturbulence or even the resolution of the spectrum.
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Figure A.3 — Different levels of noise have been added to the O iiλ4414 line, which has
previously broadened to v sin i =60, 100 and 400 km s−1. Vertical lines correspond to the
theoretical σ value associated with the corresponding v sin i (derived from Eq. A.1). See
section A.1.4 for explanation.
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A.2 Applying the Fourier method to real OB stellar spectra

Figures A.4 to A.7 show examples of the application of the Fourier method to real
OB stellar spectra. Four of the stars studied in Chapters 6 and 7 have been selected
as illustrative examples (see also the study of θ1 Ori C in Section §6.10, Chapter 6).

Figure A.4 — The following four figures (A.4 to A.7) show examples of the application
of the Fourier method to some of the stars studied in this thesis (Chapters 6 and 7). In this
Figure, the study of the star 10 Lac is presented.

Figure A.5 — Application of the Fourier method to the star HD 37020.
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Figure A.6 — Application of the Fourier method to the star HD37042.

Figure A.7 — Application of the Fourier method to the star HD37061.
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B

STELLAR SPECTROSCOPY OF BINARY SYSTEMS

Considering a binary system with an OB Main Sequence star as the primary,
the other star must have the same or lower mass. If the secondary has lower

mass, it must be Main Sequence (this is, not evolved), so it must have lower Teff

and R1≥ R2.

For the three cases considered in Figure B.1:

FB

FA
≤ 1 (B.1)

FC

FA
≥ 1 (B.2)

Figure B.1 — In a binary system, while the stars are orbiting, there can be considered
three different extreme positions: (A) The secondary star is hidden behind the primary star.
(B) The secondary star is located in front of the primary; the secondary partially eclipses the
primary. (C) Both components can be visualy separated.
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When a binary system is spectroscopically observed, it sometimes occurs that the
two components cannot be spatially resolved, and hence both stars lie inside the
slit or the �ber. In that case, a combined spectrum is obtained, and the lines of
the primary are a�ected by the presence of the other component depending of the
relative position of both stars:

• If the system is observed when the primary star is eclipsing the secondary
(case A), only the spectral lines of the primary will appear in the combined
spectrum, as if it was isolated.

• If the system is observed when the cooler star is eclipsing the primary star
(case B), the spectral lines of the primary will appear stronger.

• If the system is observed out of eclipse (case C), the spectral lines of the stars
will appear fainter in the global spectra.

This e�ect can be quanti�ed taking into account:

I12 = K (F1A1 + F2A2) (B.3)

with:

Case A : A1 = πR2
1 A2 = 0 (B.4)

Case B : A1 = πR2
1 − πR2

2 A2 = πR2
2 (B.5)

Case C : A1 = πR2
1 A2 = πR2

2 (B.6)
(B.7)

In case A, when the spectrum is normalized, one have for a given line:

yA
1n =

Ky1A1

KF1A1
=

y1

F1
(B.8)

meanwhile, for cases B and C:

yB,C
1n =

Ky1A1 + KF2A2

KF1A1 + KF2A2
=

y1A1 + F2A2

F1A1 + F2A2
=

y1

F1
+ F2A2

F1A1

1 + F2A2
F1A1

= (B.9)

=
yA
1n − 1 + 1 + F2A2

F1A1

1 + F2A2
F1A1

= (yA
1n − 1)(1 +

F2A2

F1A1
)−1 + 1 (B.10)
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On the other hand:

mB,C − mA = −2.5 log(
F1A1 + F2A2

F1A1
= 2.5 log(1 +

F2A2

F1A1
)−1 (B.11)

Therefore, if a correction factor f has to be applied to the lines in a normalized
spectrum, this is equivalent to a change in magnitude respect to the case when the
star is isolated:

yB,C
1n = (yA

1n − 1)f + 1 (B.12)

mB,C − mA = 2.5 logf (B.13)

where:

f = (1 +
F2A2

F1A1
)−1 (B.14)

Fν ∝ Teff (B.15)
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GLOSSARY OF TERMS

Telescopes and instruments

flames Fibre Large Array Multi Element Spectrograph
vlt Very Large Telescope
int Isaac Newton Telescope
ids Intermediate Dispersion Spectrograph
wfc Wide Field Camera
caspec Cassegrain Echelle Spectrograph
eso European Southern Observatory
feros Fiber-fed Extended Range Optical Spectrograph

Institutes and Astronomy groups

eso European Southern Observatory
iac Instituto de Astrof��sica de Canarias
ing Isaac Newton Group
csic Centro Superior de Investigaciones Cient���cas
iem Instituto de Estructura de la Materia
qub Queen's University of Belfast
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General definitions

ism Interstellar Medium
uv Ultraviolet
euv Extreme ultraviolet
ir Infrared
fir Far infrared
imf Initial mass function
sfh Star formation history
SpT Spectral type
lte Local thermodinamic equilibrium
nlte Non local thermodinamic equilibrium
SNR Signal-to-noise ratio
dib Di�fuse interstellar band
sed Spectral energy distribution
mv Apparent visual magnitude
Av Visual extinction
Mv Absolute visual magnitude
EW Equivalent width

Stellar definitions

Teff E�ective temperature
log g Logarithmic surface gravity
v∞ Stellar wind terminal velocity
Q Stellar wind-strength parameter
ξt Microturbulence
ε(X) Abundance of the element X (in units of log (Xm/H+) + 12
Z Metallicity
Ṁ Mass loss rate
Hν Eddington 
ux
Q(H0) Number of hydrogen ionizing photons
Q(X+i) Number of ionizing photons for the ionic specie X+i

v sin i Projected rotational velocity
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Nebular definitions

Te Electron temperature
Ne Electron density
orl Optical recombination line
cel Collisionally excited lines
SHα Surface brightness in Hα line
CHβ Logarithmic extinction at Hβ

f(Hα) Value of the extiction law for Hα

Rv Ratio of visual extinction to colour-excess
τHα Optical depth at the wavelength corresponding to Hα

αB(H, Te) H recombination coe�cient to the excited states
εHα Emission coe�cient of Hα

NH Hydrogen density
N(H) Hydrogen density
ε Filling factor
cf Covering factor
icf Ionization correction factor

Atomic definitions

rbf Radiative bound-free (transition)
op Opacity proyect
τR Rosseland optical depth
log gf Degeneracy of level × oscillator strength (in logarithm)
τν Monocromatic optical depth
τ c
ν Monocromatic optical depth for the continuum

τ l
ν Monocromatic optical depth for the line

κc
ν Continuous absorption coe�cient

σc
ν Continuous scattering coe�cient

χl
ν Line absorption coe�cient

Aij Radiative bound-bound transition coe�cient
γij Collisional bound-bound transition coe�cient
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