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Abstract

The radio interferometer LOFAR (LOw Frequency ARray) is fully operational now. This

Square Kilometre Array (SKA) pathfinder allows the observation of the sky at frequencies

between 10 and 240 MHz, a relatively unexplored region of the spectrum. LOFAR is a

software defined telescope: the data is mainly processed using specialized software running in

common computing facilities. That means that the capabilities of the telescope are virtually

defined by software and mainly limited by the available computing power. However, the

quantity of data produced can quickly reach huge volumes (several Petabytes per day).

After the correlation and pre-processing of the data in a dedicated cluster, the final dataset

is handled to the user (typically several Terabytes). The calibration of these data requires

a powerful computing facility in which the specific state of the art software under heavy

continuous development can be easily installed and updated. That makes this case a perfect

candidate for a cloud infrastructure which adds the advantages of an on demand, flexible

solution. We present our approach to the calibration of LOFAR data using Ibercloud, the

cloud infrastructure provided by Ibergrid. With the calibration work-flow adapted to the

cloud, we can explore calibration strategies for the SKA and show how private or commercial

cloud infrastructures (Ibercloud, Amazon EC2, Google Compute Engine, etc.) can help to

solve the problems with big datasets that will be prevalent in the future of astronomy.

1 Introduction

With the advent of new generation astronomical facilities that can deliver data volumes
of several PB, a new computing model must be developed. The calibration of the Low
Frequency Array (LOFAR) data requires powerful computing and storage resources and can
be considered as an example of data-driven astronomical computing [1]. Using this early
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example we can test the use of distributed computing infrastructures like the grid or the
cloud to deal with large amounts of data.

We present a preliminary study of the use of cloud technologies for the calibration of
radio-interferometric LOFAR data from the point of view of the final user.

2 LOFAR

LOFAR is a new generation phased-array interferometer that operates at frequencies between
10 and 240 MHz [5]. Its core is located in the north of the Netherlands where 38 receiver
stations are located and it also contains several additional stations spread across Europe. It
is considered to be one of the pathfinders of the Square Kilometre Array (SKA) [2]. LOFAR
has no moving parts with observations being entirely controlled in software. It is a software
defined telescope: the data are correlated in a Graphics Processing Unit cluster and then
processed and analysed using specialized software running in common computing facilities.
That means that the capabilities of the telescope are virtually defined by software and mainly
limited by the available computing power.

One of the science cases of LOFAR consists of deep and wide surveys of the sky, with a
very wide range of science goals ranging from detailed studies of nearby galaxies and active
galactic nuclei through to searches for the most distant radio sources [4]. In order to do that
LOFAR uses its interferometric imaging capabilities. The field of view of a single observation
beam at the higher frequencies reach a diameter of 6 to 7 degrees. We will focus our study
in this type of data.

Following correlation and pre-processing in the computing facilities located in Gronin-
gen, the imaging data are stored in a Long Term Archive based on grid technologies. At this
point the final user can download and calibrate the data, but this calibration process still
presents some challenges:

• The size of the data can be considerable. A single observation of 10 h can amount up to
20 TB if the data are not pre-averaged. Even when the data are averaged to 1 channel
per sub-band and a time resolution of 10 s, the size of the each dataset is about 3 TB.

• The calibration of the data requires intensive processing. A single calibration round of
an observation of 10 h requires (with current software) at least 2 CPU-years of com-
puting. The calibration is only possible if some kind of parallelization technique is
used.

• The software required for the calibration is very specific and is under continuous devel-
opment. The installation of the software is not trivial for some operating systems and
versions, although this is improving quickly.

We explored the use of a cloud infrastructure to deal with these remaining challenges.
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3 LOFAR on Ibercloud

Ibercloud is the cloud infrastructure provided by Ibergrid, the Portuguese-Spanish grid ini-
tiative. The infrastructure is based on OpenStack. We tested the implementation of a data
calibration pipeline on this infrastructure.

First, we created the disk images where the operating system (OS) and the LOFAR
software are installed. They were based on OS images available on the image repository of
Ibergrid that were provided by other users. This step is isolated from the rest of the work-flow
and allows us to focus only once on the installation of the software. The possibility to choose
the underlying OS facilitates the process. We can choose the same OS used by the LOFAR
software developers as reference. This avoids compatibility issues between the OS and the
installed software. It is also very useful to be able to isolate the installation and software
support process from the rest of the scientific work-flow.

We deployed a testing virtual cluster composed of one head node and two worker nodes.
The memory capacity and the number of processors of the worker nodes can be adapted to the
requirements of the calibration pipeline. For example, if the software of one of the calibration
steps requires more memory the working nodes can be created with more memory. This allows
the user to adapt the computing resources available to the pipeline, which can be very useful
for testing purposes.

At the moment, the test data are transferred using Internet from the archive to the
processing facility. The time to transfer the data is relatively small in comparison with the
time needed to run the calibration (less than 1/3 of the time). However, in other facilities
(and in the future) the transfer of data could suppose a problem that should be considered.

We used IPython Parallel [3] to orchestrate the calibration tasks between the different
nodes. The preliminary tests run successfully. We could not find any strong performance
penalization in comparison with typical clusters. However, more testing and profiling are
needed to draw any conclusion about performance.

Finally, we would like to note that the Ibercloud infrastructure is being integrated into
the European GRID Infrastructure (EGI) Federated Cloud. This will provide a pan-European
homogeneous way to access the cloud resources that are integrated into the infrastructure.
The use of commercial clouds like Amazon Web Services, Google Compute Engine, etc.could
be possible but has not been tested yet.

4 Summary and conclusions

LOFAR, one of the SKA pathfinders, is completely operational and providing high quality
data. From the point of view of the user there are some challenges remaining for the data
calibration, in particular the high computational requirements. We explored the use of a
cloud infrastructure (Ibercloud) to deal with the problems we found.

We found the cloud very flexible to adapt the computing, storage and networking
resources to our needs. This allows the easy exploration of different calibration strategies
that require different hardware architectures. The ability to isolate the installation of software

https://ibercloud.ifca.es/
http://ibergrid.lip.pt/
http://www.openstack.org/
https://www.egi.eu/
https://www.egi.eu/infrastructure/cloud/
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from the rest of the calibration work-flow has proven to be very useful in our case.

The cloud solution provided enough power to deal efficiently with the data. It was
possible to process in parallel the data like in a traditional cluster. Additionally, the cloud
allows an on-demand consumption of resources that can be shared by different users, including
users working on different areas.

The possible problems with the storage and data transfer were not considered in this
study. They must be taken into account when the size of the data makes undesirable or
impossible their transport. Probably a new model in which processing is co-located with
existing data should be considered.

A cloud infrastructure could provide a powerful high throughput computing (HTC)
resource that can deal with the big amount of data produced by new and future astronomical
facilities.
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