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Abstract

Modern cosmological simulations represent a powerful means to analyse and interpret the

formation and evolution of cosmic structures. The first attempts to perform such simu-

lations, dated back to 1960-1970, consisted in N-body collisionless computations with few

point masses. Since then, cosmological simulations have experienced a great progress and

have increased significantly in scale and complexity. A relevant effort has been done to

properly model the hydrodynamical mechanisms shaping the observational properties of

galaxies and galaxy clusters. Despite the significant improvements of the last years, re-

sults from current simulations still show important deviations from observations, especially

within the core regions of galaxy clusters and within the framework of galaxy formation. In

this contribution, I will briefly review the current numerical methods employed in large-scale

cosmological simulations. A special emphasis will be put on the effects that the inclusion

of different baryonic processes, such as radiative cooling, star formation or AGN feedback,

has on the physical properties of the hot intra-cluster medium of massive galaxy clusters.

In addition, some of the technical and computational challenges that numerical cosmology

has to overcome in the near future will be outlined.

1 Introduction

The spatially flat Λ-Cold Dark Matter model [5] represents nowadays the accepted paradigm
of structure formation. Within this paradigm, the first structures in the Universe were
formed by the gravitational collapse of primordial matter density fluctuations induced by
inflation. Later on, the formation of cosmic structures proceeds in a hierarchical way, with
the smaller objects forming larger systems via merger events and matter accretion. As a
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result, a complicated network of cosmic structures interconnected along walls and filaments
over a wide range of mass and spatial scales is generated. Nowadays, different observational
probes have set strong constraints on the parameters describing the underlying cosmological
model (e.g. [21]).

Clusters of galaxies, residing at the top of the cosmic hierarchy, are the youngest and
most massive objects formed (see [17] and [26] for recent reviews). As a consequence, they
represent a main part of the large scale structure of the Universe, marking the limit between
cosmological and galactic scales. Galaxy clusters, with typical masses of 1013 up to 1015M�,
occupy a region in the sky of typically a few megaparsecs. Most of the cluster mass is in the
form of dark matter (DM; ∼ 80%), followed by a hot baryonic component (∼ 15%) and cold
baryons in stars and galaxies (∼ 5%). The hot gaseous component, with typical temperatures
of ∼ 107 − 108 K, is enclosed within a hot and diffused plasma, called intra-cluster medium
(ICM), which intensively emits in the X-ray band. The ICM, with low electron number
densities (ne ∼ 10−4−10−2 cm−3), contains mainly hydrogen and helium but also an average
content of heavier elements at a level of about ∼ 1/3 of the solar abundance.

Given their composition, galaxy clusters can be observed in different wave bands. In
general, observations report that the ICM is quite different from cluster to cluster. However,
clusters of a given mass and at a given redshift also show some regularities. As an example,
an important effort has been put on the analysis of the mean radial profiles of temperature,
entropy and pressure based on observations of large samples of galaxy clusters and groups.
From the analysis of these mean profiles three different regions can be distinguished within
clusters: inner core regions (r ≤ 0.2R500), where the average profiles show a large scatter
depending on the presence and relevance of cool, dense cores; intermediate cluster regions,
where the scatter is reduced and clusters behave nearly in a self-similar way; and cluster
outskirts (r > R500), where the scatter increases with radius and clusters are dynamically
younger, suffering from a significant merging activity and departures from equilibrium.

The existence of these radial zones allows us to understand the effects of different
physical processes on the ICM thermodynamics. At intermediate cluster regions, a simple
self-similar model [16], based on the hydrostatic equilibrium condition and on gravitational
physics, can explain most of cluster properties. Indeed, at these scales, self-similar scaling
relations between different cluster properties describe quite well observations. However, ob-
served deviations from self-similarity in inner core regions suggest the effect of additional non-
gravitational processes which play a major role in this internal domain. On the other hand,
although cluster outskirts are supposed to be nearly self-similar, a number of processes can
deviate them from equilibrium, producing important departures from self-similarity. These
outer regions, however, still need to be observationally constrained in a precise way.

This general picture suggests that, while the ICM thermodynamics is mainly driven by
gravity in outer cluster regions, non-gravitational processes acting on the baryonic compo-
nent, such as star formation, radiative cooling or AGN feedback, are crucial in more internal
regions. Given the complexity of the underlaying scenario, hydrodynamical/N-body cosmo-
logical simulations seem to be crucial to disentangle the complex interplay between gravita-
tional and non-gravitational physical processes responsible of the observational features of
galaxy clusters.
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2 Simulating the real Universe

In the last forty years cosmological simulations have experimented a significant improve-
ment. The numerical progress together with the advance in computers and computational
resources have converted simulations into an essential tool to improve our understanding of
the Universe.

The first cosmological simulations, performed in the 1960s-1970s (e.g., [1, 19]), consisted
in N-body calculations with few DM particles. Since then, N-body algorithms to model the
evolution of the collisionless dark matter component have experienced a great improvement.
The main objective of cosmological simulations is, however, to reproduce the observable
Universe as accurately as possible. Therefore, besides DM, the evolution of the baryonic
component of the Universe also needs to be properly modelled. As a consequence, any
simulation trying to model the real Universe needs to include, at least, an N-body treatment
for the evolution of DM coupled to a hydrodynamical approach for the evolution of baryons.
The physics and dynamics of the gaseous component is however much more difficult to model
than the formation of dark matter structures. The first cosmological simulations accounting
for a coupled evolution of dark matter and baryons were performed in the 1980s [11, 15].

In general, cosmological simulations reduce the evolution of the Universe to an ini-
tial value problem suitable for computation. Thanks to a number of different observational
probes, initial conditions for cosmological simulations can now be determined with a low
degree of ambiguity. Therefore, the main challenge of simulations is to properly resolve the
coupled evolution of both dark and baryonic components.

Figure 1 shows how the distributions of DM, gas and stellar density evolve as a function
of redshift, as predicted by a cosmological hydrodynamical simulation performed with the
MASCLET code [30]. This simulation assumes a spatially flat ΛCDM model and includes
cooling, heating processes for a primordial gas, and star formation (for further details about
this simulation see [22] and [23]). The evolution of the DM, gas and stellar components
clearly shows the hierarchical manner in which the formation of cosmic structures proceeds:
a smooth density medium at high redshift evolves into a much more filamentary and complex
field at later times. At z = 0, a massive galaxy cluster has formed at the intersection of quite
large filamentary structures.

2.1 Numerical techniques

Owing to their different nature, dark matter and baryonic components need to be evolved
using different numerical techniques (see [10, 7] for recent reviews). The evolution of these
components relates to each other via the global gravity field.

• Dark matter dynamics. The cold dark matter component is usually approximated by a
collisionless, non-relativistic fluid of particles. The phase space is sampled by a system
of N tracer particles whose equations of motion are then integrated under the action of
the global gravity field:

dx

dt
=

v

a
(1)
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Figure 1: Formation and evolution of galaxy clusters in a hydrodynamical simulation per-
formed with the Eulerian-AMR code MASCLET [30]. The evolution of the dark matter, gas
and stellar densities (left, central and right columns, respectively) from z ' 4 until z = 0
(panels from top to bottom) is shown. At z = 0, a big cluster with Mvir ∼ 1015M� and
Rvir ∼ 3 Mpc is formed. Each panel is a slice with a length of 64 comoving Mpc per edge
and a depth of 5 comoving Mpc. Figure from [26].
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dv

dt
= −∇φ

a
−Hv , (2)

where x and v = a(t)dxdt represent, respectively, the comoving coordinates and the
peculiar velocity of each particle, φ(t,x) is the Newtonian gravitational potential, and
a, ρB and H are the scale factor, the background density and the Hubble constant. The
solution of these equations can be found by integrating the Poisson’s equation:

∇2φ =
3

2
H2a2δT , (3)

where the total density contrast, δT , accounts for all the matter contributing to the
density (both dark and baryonic matter). Once the global gravity field is known, the
positions and velocities of each dark matter particle can be evolved.

The key of these N-body simulations relies on the computational technique employed to
get the gravitational potential. The most direct and precise method consists in calculat-
ing the force among each pair of particles, being, however, computationally expensive
when the number of particles is high. More refined schemes with a better compromise
between resolution and computational cost have been also developed, such as the grid-
based particle-mesh (PM) or the particle-particle/particle-mesh (P3M) methods, the
gridless tree scheme, or a combination of several of these techniques.

• Gas hydrodynamics. If relativistic corrections are not needed, the evolution of cosmo-
logical inhomogeneities is usually described with the following equations [20]:

∂δ

∂t
+

1

a
∇ · (1 + δ)v = 0 (4)

∂v

∂t
+

1

a
(v · ∇)v +Hv = − 1

ρa
∇p− 1

a
∇φ (5)

∂E

∂t
+

1

a
∇ · [(E + p)v] = −3H(E + p)−Hρv2 − ρv

a
∇φ (6)

where x, v = a(t)dxdt , ρ, δ, p, and E are, respectively, the coordinates, the peculiar
velocity, the continuous density, the density contrast, the pressure, and the total energy
density of the gaseous component. An equation of state, usually for an ideal gas,
completes this system of equations. In this case, the evolution is driven by pressure
gradients and gravitational forces. To obtain the source term ∇φ, Eqs. (4–6) have to
be resolved together with Poisson’s equation.

This set of hydrodynamical equations, which governs the evolution of the gaseous com-
ponent, can be integrated using different numerical techniques. The use of a particular
technique, with its inherent benefits and drawbacks, has a direct influence on the ob-
tained results. These numerical techniques can be divided into three general families:

Lagrangian or particle-based schemes. In this numerical approach the fluid is rep-
resented by a set of gas particles. The Smooth Particles Hydrodynamics (SPH)
[18, 14] is the most popular technique among this family of numerical schemes.
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Given its relatively ease of implementation, its low computational cost, and its huge
dynamical range, the SPH technique has been crucial in the last years, especially
in simulations of cosmic structure formation. However, some of its undesirable
features include (i) an imprecise treatment of shock waves, contact discontinuities
and strong gradients, (ii) an inadequate description of low density domains, and
(iii) the need of using artificial viscosity. Nowadays, however, a number of improve-
ments to overcome some of these drawbacks have been successfully developed and
implemented in some SPH codes [33, 35].

Eulerian or grid-based shock-capturing methods. Hydrodynamics is resolved on a com-
putational grid of cells. Among the Eulerian schemes, those based on Riemann
solvers have been very useful [32, 29, 8]. Some of the advantages of these numeri-
cal techniques are that, (i) they guarantee the numerical conservation of physical
quantities, (ii) they generally resolve shocks, contact discontinuities and strong
gradients accurately, (iii) they do not require the inclusion of numerical viscosity.
An important weakness of this approach is that, in order to obtain a significant
resolution, quite dense numerical grids are required, increasing significantly the
computational cost. To overcome this problem allowing for a higher numerical res-
olution, the Adaptive Mesh Refinement (AMR) technique [4] is commonly used in
order to refine the original computational grid only in regions of interest. Each one
of the new refined grids (described with better resolution) represents a separated
computational domain where the inherent properties of the Eulerian approach are
still present. Another disadvantage associated to these numerical schemes is, for
instance, the lack of Galilean-invariance. Some of the Eulerian-AMR hydrody-
namical codes available nowadays for cosmological applications are, among others,
those by [9] and [30].

Moving Mesh or hybrid numerical schemes. This a kind of hybrid approach between
Lagrangian and Eulerian schemes. It relies on a moving irregular mesh created
by the Voronoi tessellation of a sample of points describing the simulation vol-
ume. The mesh is then employed to solve the hydrodynamical equations with an
exact Riemann solver, in a similar way to Eulerian schemes. However, if the mesh-
generating points move with the local flow velocity, this is a Lagrangian approach.
This new technique is Galilean-invariant, it provides a huge dynamical range com-
parable to that of SPH codes, and it shows a high accuracy in the description of
shocks and contact discontinuities. This approach has been recently implemented
in the quasi-Lagrangian code AREPO [37].

These numerical techniques, with their associated strong and weak features, try to
solve the same physical problems. However, given their properties, their accuracy in
some physical applications can be quite different [2, 37]. Nevertheless, these approaches
represent complementary and useful methods to resolve the hydrodynamical equations
and to improve our knowledge of the physics affecting the gaseous component.



770 Hydrodynamical simulations of galaxy clusters

2.1.1 Non-gravitational physics

In general, hydrodynamical simulations accounting only for a non-radiative gas component
are able of partially reproducing the self-similar scaling relations of galaxy clusters and groups;
however, they still show some discrepancies with observations. In these adiabatic simulations,
outer cluster regions (r ≥ 0.1Rvir) are nearly self-similar, reproducing quite well the obser-
vational data. However, cluster core regions and small groups and clusters show a larger
scatter and significant departures from self-similarity. These deviations from a pure gravita-
tional model suggest the effects of additional non-gravitational processes acting on the gas
component. Indeed, cosmological simulations that try to reproduce in a consistent way the
formation and evolution of cosmic structures (from the first galaxies to the most massive
galaxy clusters) as well as the thermodynamical properties of the hot intra-cluster medium,
need to include, besides gravitational physics, atomic and radiative processes.

Non-gravitational processes which are commonly included in state-of-the-art cosmolog-
ical simulations are radiative cooling and heating for a primordial gas, star formation and
its associated energy feedback, and metal production and chemical enrichment. Only re-
cently it has been also possible to account for the effects of black hole growth with associated
AGN feedback. Other studies have also included magnetic fields and additional non-thermal
processes. In general, these processes are commonly included by means of relatively sim-
ple phenomenological parametrizations as extra terms in the energy equation (Eq. 6). An
important complication in the modeling of these processes is that, in general, they require
a subgrid–scale description, meaning that, while they are relevant on physical scales many
orders of magnitude below the resolution limit of the simulations, their outcomes, such as ra-
diation, thermal energy or heavy elements, are relevant on scales resolved by the simulations.
Therefore, given the limited resolutions of current simulations, phenomenological models are
needed to incorporate these mechanisms of energy feedback in a self-consistent way.

Gas radiative cooling should be present in any simulation aiming to reproduce the
observed properties of galaxies and galaxy clusters. A desirable effect of cooling is that only
high-entropy gas will be observed in X-rays. However, given that the fraction of condensed gas
only depends weakly on cluster mass, cooling by itself can not break self-similarity as desired.
In addition, it suffers from overcooling and, therefore, the fraction of cold gas converted into
stars is much larger than observed. Moreover, the lack of central pressure support generated
in cluster cores makes the gas from external regions to fall into the centre, increasing its
temperature by adiabatic compression. To overcome the shortcomings associated to cooling,
such as the lack of gas pressure in inner regions or the excessive star formation, a proper
source of gas heating, or most likely a combination of several, has to be included. However,
finding such a mechanism represents nowadays a major challenge in the field of numerical
cosmology.

Given that an inherent product of the star formation process are SN–driven winds,
SN feedback was early suggested as a mechanism to produce a genuine and self-regulated
star formation [34]. SN explosions heat the surrounding medium and distribute metals from
star–forming regions into the hotter ICM. In general, the inclusion of star formation and
SN feedback in cosmological simulations partially counteracts radiative cooling, flattens the
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cluster temperature profiles in the centre, and reduces the stellar mass fraction in clusters
[7]. However, despite these beneficial effects of SN feedback, its low capability in compen-
sating the cooling properly makes that the levels of core entropy still remain larger than
observed, the brightest cluster galaxies (BCGs) also show larger stellar masses that reported
by observations, and there exists an excess of metal production in cluster inner regions.

As suggested by cluster observations, AGN heating resulting from gas accretion onto
a central supermassive black hole (SMBH) can significantly contribute to heat the ICM
plasma, representing therefore the most likely source to explain the breaking of the ICM
self–similar scaling relations as well as the cooling flow problem. Given its power and its self-
regulated nature, AGN feedback can compensate radiative cooling in a natural way and reduce
significantly the star formation in the BCGs. However, incorporating such a self-regulated
process in simulations is quite challenging [7]. Only very recently it has been possible to
include different models of AGN feedback in cosmological simulations (e.g. [36, 12, 31]). In
these models, the rates of thermal AGN feedback injection are usually estimated using the
Bondi gas accretion onto the central SMBHs [6]. Besides thermal feedback, kinetic AGN
feedback in the form of relativistic jets can also contribute to shock and heat the ICM [3].

3 Present status of galaxy cluster cosmological simulations

In this Section, some of the results obtained from a set of hydrodynamical simulations of
galaxy clusters including the aforementioned feedback mechanisms are shown. These simula-
tions, performed with the parallel Tree–PM SPH code GADGET-3 [35], consist in re-simulations
of 29 Lagrangian regions chosen around massive DM halos formed in a lower resolution DM-
only simulation. Three sets of these re-simulations have been performed including different
prescriptions for the baryonic physics: (i) a set of non–radiative simulations (NR), (ii) a set
of simulations including cooling, star formation, SN feedback and metal enrichment (CSF),
and (iii) simulations including the same physical processes than the CSF runs but incorpo-
rating as well the effects of AGN thermal feedback (AGN). Each of this set of re-simulations
contains a sample of about 160 groups and clusters with Mvir > 3× 1013h−1M�. A detailed
analysis of the ICM properties of this sample of clusters has been presented in [24] and [25].
We refer the reader to these references for further details on the physical results or on the
technical specifications of these simulations.

As it is shown in the right panel of Fig. 2, AGN feedback seems to produce stellar mass
fractions in better agreement with observations whereas the CSF simulations produce much
larger values than observed. In addition, the left panel of Fig. 2 shows that AGN heating is
also effective in reducing the amount of hot, X-ray emitting gas in small clusters and groups,
producing therefore an LX −T relation in better agreement with observations at all the mass
range. Moreover, it has been shown that, as a consequence of the high efficiency of AGN
feedback in dispersing heavy elements throughout the intra–cluster medium, it also helps in
reproducing the observed profiles of ICM metallicity [12, 25].

Although the inclusion of AGN feedback seems to go in the right direction, a number of
deviations between observed and simulated data still need to be addressed. As an example, as
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Figure 2: Left panel: LX − T relation for the sample of groups and clusters identified in
the simulations by [25]. Figure from [25]. Right panel: Stellar mass fraction as a function
of cluster mass as obtained in the simulations by [24]. Figure from [24]. In both panels,
different observational samples are included for comparison. See Section 3 for further details
on the NR, CSF and AGN simulations.

it is shown in Fig. 3, simulated profiles of temperature and entropy for relaxed and unrelaxed
systems are at variance with observations of cool core (CC) and non-cool core (NCC) clusters.
These results suggest that the existing heating/cooling balance in cluster core regions is not
yet properly reproduced by simulations including different prescriptions of baryonic physics.
In addition, simulations still suffer from producing larger stellar masses of the BCGs than
observed [31].

A number of recent studies (e.g. [13]) seem to indicate that, even with the inclusion of
different models of kinetic or thermal AGN feedback, cosmological simulations are not able
of breaking self-similarity to the observed level and simultaneously maintaining the cool-core
structure of galaxy clusters and groups. This suggests that, in order to describe the main
intra–cluster plasma properties from the core out to the outskirts of clusters, a proper AGN
feedback model needs to be coupled with additional physical processes such as cosmic rays
(CRs) in AGN–induced bubbles, heating induced by galaxy motions, or thermal conduction.

4 Final remarks

In the last years, cosmological hydrodynamical simulations together with supercomputing
facilities have grown significantly, allowing us to understand in more detail the thermody-
namical processes taking place within the hot intra–cluster medium and giving rise to the
observational properties of galaxy clusters (see [17] and [26] for recent reviews).

In order to reproduce the observations, besides gravity, some non–gravitational pro-
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Figure 3: Left and right panels show, respectively, the mean temperature and entropy
radial profiles obtained for the sample of relaxed/unrelaxed galaxy clusters within a set of
simulations including AGN feedback (adapted from [25]). Radial profiles of CC and NCC
clusters derived from X-ray observations [27, 28] are included for comparison. The self-similar
prediction for the entropy is shown by the black dotted line (K ∝ r1.1). Figure from [26].

cesses have been included in cosmological simulations. The non–gravitational processes usu-
ally taken into account are radiative cooling, star formation, SN feedback, and the effects of
thermal and/or kinetic AGN feedback. In general, simulations including different prescrip-
tions of these physical processes are able of reproducing most of the observational cluster
properties, at least for high-mass clusters at intermediate cluster regions, where clusters be-
have in a nearly self–similar way. Nevertheless, cluster core regions (r ≤ 0.2R500) and small
groups and clusters present a number of complications that still need to be solved. In par-
ticular, due to an excess of gas cooling, simulations produce larger stellar and metal mass
fractions than observed. Moreover, the cooling flow problem and the observed temperature
and entropy radial profiles of CC and NCC clusters still need to be solved. On the other
hand, however, a number of physical processes which usually are not included in simulations,
such as cosmic rays or magnetic fields, can significantly affect cluster outskirts (r ≥ R500),
generating additional deviations from self-similarity.

This picture suggests that, although AGN feedback is considered to be an energy source
capable of regulating radiative cooling in clusters, in addition to the standard physical pro-
cesses already taken into account, additional mechanisms, such as thermal conduction or
turbulence, must be also properly included. Therefore, a complex interplay between all these
physical processes should be precisely understood and incorporated in simulations in order
to explain the observational properties of galaxy clusters and groups.

In the next years, cosmological simulations are expected to be improved both in size
and resolution and in a more precise treatment of the relevant non-gravitational physical
processes explaining cluster observations. From an observational point of view, a larger
number of clusters and groups will be provided by future instruments (such as eROSITA,
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Euclid or LSST). These numerical and observational improvements are expected to help us
to unravel the nature of the physical processes driving the formation of cosmic structures.
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